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CHAPTER 1

INTRODUCTION

In this introductory chapter, we will start with an overviefithe research described in
this thesis. After that follows an introduction into X-ragyestroscopy.

1.1 Thesis overview

This thesis deals with the development and physical uraiedgtg of X-ray microcalori-
meters with a high energy resolving power based on transiile sensor thermometers.
An X-ray microcalorimeter of this type is a very small deviee 300 um across) that
measures the energy of a single X-ray photon very accurgtedyl %). A picture of such
adeviceis showninfigure 1.1. It consists of an absorber d@neérenometer. The absorber
converts an absorbed X-ray photon into heat. The temper&iarease is measured by
the thermometer. The thermometer is a superconductimpitiotal phase transition edge
sensor (TES). This sensor uses the very steep temperapegadince of the resistance
of a superconductor in its transition from supercondudiingormal behaviour to act as a
sensitive temperature to resistance tranducer. The sengperated with a constant bias
voltage and the current is read out using a very sens#iyelD amplifier. The current
signal from the thermometer after absorption of a photorpigise as plotted in figure 1.2
(left). The area of this pulse is a measure of the energy gihio¢on. Through filtering of
the signal, this energy is determined as accurately askjegsdm the pulse. When this
is done for a number of pulses, the energies can be sorted imgiogram. In this way,
an energy spectrum of the radiation is created, as shownurefi).2 (right). Thus, the
device can be used as a spectrometer.

The point of this thesis is to show that these devices caimateenergy resolution of
a level that qualifies them for use in an X-ray spectroscoptriment, superior to many
other energy dispersive techniques. Subsequently, wetawishderstand this resolution
and investigate what limits it. In order to do so, we start Siablishing the theory behind
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Figure 1.1: Photograph of an X-ray microcalorimeter with a magnificatof 1600<.
The vertical lines are electrical wiring. The dark squardhia centre is the absorber
which sits on top of the thermometer. The device is suppdateal membrane (the large
square).
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Figure 1.2 Left: Electrical signal from an X-ray microcalorimeter afteethbsorption of
a photon. The area of the pulse is a measure of the energyliitien.Right: Histogram

of a large number of pulse integrals, calibrated to the gnefrthe Mn Ka line at 5.9 keV.
The inset shows an enlargement of this line, showing thalinkecomponents k; and

Kas are resolved. The smooth curve is a fit to the data.
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the transition edge sensor. This includes a model of theengénerated in the device
and a performance prediction based on this model. Then,westigate what dictates the
design parameters of a TES-based X-ray microcalorimetee specifications of a real
application, the NFI2 instrument on tlx&us satellite, are used to design such a sensor.
After that, we briefly discuss what is involved in fabricatiand testing this sensor, and
the test results of a few samples are described.

After the functionality of this technique has been est#lglis the focus shifts to un-
derstanding the performance of the device. An importaritqfahis thesis is devoted to
the question of how the device geometry influences the iaténermal fluctuation noise.
This noise component is the result of random movements afygnie the sensor. Using
experiments and computer simulations, we examine how thigercan be manipulated.
Then, a more accurate model of the sensor responsivity islaj@ed to explain a dis-
crepancy in the predicted and the measured energy resuliinally, we have a look at
the challenges involved in building a space-borne instnirhased on the spectroscopic
technique described here.

In the appendices, an overview is presented of all the devdszussed in the text.
Furthermore, some topics are treated there that do notipéstaew scientific work, but
may be of interest to people involved in detector researatheszription is given of the
signal processing that is involved in creating the speetnd, the details of a numerical
noise simulation are presented. But first, in the remain€ithi® chapter, we will put the
motivation for this work in an appropiate context and assksspotential benefits of a
new X-ray spectrometer.

1.2 X-ray spectroscopy

This section deals with the subject of X-ray spectroscopgesthe motivation for the
work described in this thesis is the development of an X-pgcrometer. First, we will
discuss how X-ray are produced. For the applications of \Ksgectroscopy, the main
focus is on X-ray astronomy, but other fields are also briefigsidered. Finally, an
overview is given of the most important spectroscopic téphes.

1.2.1 X-ray generation mechanisms

X-rays are electromagnetic radiation with a photon energtyvben approximately 0.1
and 100 keV. In order to see what information is containedis type of radiation, we
need to look at the origin of X-rays. X-rays can be produceskewveral ways, of which
the most important ones are mentioned here.

Transitions of electrons to a lower atomic energy levelcan produce characteristic X-
ray emission, that is X-ray emission with discrete energiagicular to the element
that produces it. The transition occurs when a vacancy inobtiee inner electron
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shells (usually K or L) is filled by an electron from a higheeBhA photon is then
emitted with an energy equal to the difference between teetr@n levels. The
vacancy in the inner shell may be the result of electron cagiy the nucleus, as
takes place in radioactive decay. Alternatively, the etetmay have been ejected
from the inner shell by high-energy electrons, photons avtes particles.

Black body radiation is the thermal radiation as described by Planck’s law. Wihen t
temperature of an object is £01C K, it emits X-rays with a continuous, thermal
spectrum.

Bremsstrahlung is the emission of radiation from high-energy electrons éina deceler-
ated by the electrostatic field of an ion or atomic nucleugpéddeling on the energy
of the electrons, the emitted radiation lies in the X-rayg&nlt has a continuous
spectrum that can be either thermal or non-thermal. Thebneahsstrahlung occurs
when the electrons and ions are in local thermal equilibriwhen the electrons do
not have a Maxwellian energy distribution, it is called nbermal bremsstrahlung.

Cyclotron radiation is the radiation emitted by high-energy non-relativistiecrons
spiraling in a magnetic field. Their continuous acceleratiothe magnetic field
causes radio, optical and X-ray emission. The spectrumistsraf characteristic
lines, which depend on the electron velocity and magnetid §teength.

Synchrotron radiation is similar to cyclotron radiation, but the electrons haviatie-
istic velocities. This process can occur in supernova reitsnahere the spectrum
is continuous and non-thermal, but also in synchrotron laca®rs, where very
narrow X-ray lines can be generated.

Inverse Compton scattering is the process of low-energy photons gaining energy by
scattering from high-energy relativistic electrons. listlvay, photons in the X-ray
andy-ray range are created. Itis called ‘inverse’ because gnigtgansferred from
the electron to the photon instead of the other way arounid,thg case in regular
Compton scattering. It produces a continous, non-therpeadtsum.

The shape of the continuous radiation spectra is deterntipéige local production con-
ditions (temperature, energy distribution etc.). The gneg of specific elements causes
characteristic emission lines in the spectrum. Also, whenradiation passes through
certain materials, absorption lines are introduced in feesum. Therefore, information
about high-energy phenomena in the universe and chemidadlamental abundances in
stars, gas clouds and material samples can be obtained frectr@scopic X-ray meas-
urements.
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1.2.2 Astronomical applications

Astronomical X-ray measurements are an important compi¢meethe observations in
the optical and radio range. Since the 1960's, a large nupflesperiments on balloons,
rockets and satellites have been launched to perform nevasuts of the X-ray sky.
There are very many interesting phenomena to be studiedeirXthay universe. We
mention a few examples here [1].

First, we will look at phenomena in which collisional ioniiga occurs. This is the
production of X-rays through interactions within mattey gamcountered in hot cosmic gas
clouds. There is a large amount of X-ray emission from stéifecluding solar) coronae.
The spectrum is that of an equilibrium energy distributiathva temperature of about a
10° K or higher. In the corona, there are areas of high activispemted with starspots
(sunspots) and coronal loops. Using high-resolution Xajagctroscopy, these areas can
be mapped through Doppler imaging. This is done by trackiegovement of emission
lines through the spectrum as a function of time, while tlae sbtates. In this way,
information can be obtained about the structure of the aron

The diffuse X-ray background is the X-ray emission comimgpfrall directions that is
not associated with resolved sources. Since it is brightemagalactic latitudes, a large
part of this radiation is believed to originate from the nstellar medium in our galaxy.
It has the spectrum of an equilibrium energy distributiottma temperature of £0-
—10’ K. Study of this spectrum and of the spatial distributiontaf emission provides us
with information about the composition and structure ofititerstellar medium. There is
also a spatially more uniform component which has an extaatja origin.

The gravity of a cluster of galaxies binds a large cloud ofhot 0® K) gas to the space
between those galaxies. From observations of the X-raystonigrom this gas, the shape
of the gravitational potential in the cluster can be detaeedi This tells us something
about the mass distribution in the cluster, implying thesttice of large quantities of
‘dark matter’. From the shape of the spectral continuum téneperature of the gas is
obtained, while the characteristic emission lines in@icdhte composition and therefore
the origin of the intracluster medium.

An example of non-equilibrium spectra is found in supern@mnants, see figure
1.3 (left). After a supernova explosion, mass is ejected the circumstellar environ-
ment, which collides with the interstellar matter surrommgdhe supernova. This creates
a shockwave travelling outwards, but also a reverse shaekltmg inwards. X-ray spec-
tra and images provide information about the structure @ftipernova remnant and also
about the properties of the progenitor star.

Next, we will discuss some phenomena that involve photdsation, that is the pro-
duction of X-rays through interaction with photons. A rditia source irradiates matter
around it and creates a photoionized nebula. This occureurces powered by mass
accretion. Most of the brightest X-ray stars are binariesthte dwarf, neutron star or
black hole and a companion star orbit each other. Mass isfeaed from the companion
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Figure 1.3 Left: X-ray spectrum of supernova remnant N 103B taken with th&SRG
instrument on XMM-Newton. The most prominent emissiondiaee indicated. Emission
is clearly present from ionised O, Ne and Mg. From [Right: X-ray spectrum of
guasar IRAS 13349+2438, corrected for cosmological régs¥ith a fitted model. From
the numerous absorption lines, the column densities obuarions in the line-of-sight
material can be determined. From [3].

and while it falls towards the accreting star, it emits egengthe form of radiation. The
properties of the orbit can be determined from the Doppl#t ishthe X-ray spectrum as
a function of time. If the compact object has a strong magtiitid, the mass will move
along the field lines towards the magnetic poles. The X-raiggion will then not be uni-
form in all directions but will have a beam-like charactéthke magnetic poles are off the
rotation axis, the direction of the X-ray beam will rotatedahe object will be observed
as an X-ray pulsar. The rate of change in the pulse perioésanformation about the
system. Another type of X-ray binary is the X-ray burster.chated H on the surface
of the neutron star fuses into He. When the density and tesityoer of this He reaches
a critical point, a thermonuclear burst may occur. This shaw a sudden increase in
X-ray luminosity that decays back to the original level. necess repeats when enough
new H is accreted. When the accreting object is very mastieeemitted spectrum is
redshifted by gravitation. This redshift can be detectdédgua high spectral resolution
measurement. Thus, X-ray observations can teach us a lat #imevolution of binary
systems.

A special type of binary system is the cataclysmic variailais is a white dwarf
showing a nova outburst, which is the result of unstablentiogruclear burning. They
are binary systems with a low-mass star as a companion. Batweva outbursts, the
accretion disc emits soft X-rays. The study of the X-ray $@eleelps understand the way
the accretion takes place and what causes the outbursts.

Active galactic nuclei (AGN) are among the most energetieq@mena in the uni-
verse. They are thought to be massive black holes in theeceftgalaxies, accreting
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matter from the surrounding interstellar medium and neathys. The accretion disc
emits a smooth power-law spectrum of soft X-rays. Fluonese®f the gas surrounding
the X-ray source causes an Fe emission line to be presentlagin@absorption lines in
the spectrum are from the interstellar medium in that galseg figure 1.3 (right).

In addition to all this, there is a growing interest in inigating the early universe.
In particular, astrophysicists wonder about the formatibmassive black holes and their
evolution in terms of mass and spin. The way black holes evoln be determined from
the shape of the Fe K emission line. To resolve this line iaitiet nearby AGNs requires
high spectral resolution. Furthermore, to be able to dekestine in the earliest AGNs
at high redshifts of > 5, a very large detection area is necessary. But a telesooptas
purpose should also be able to look at brighter objects. éfbee, it must be capable of
a large dynamic range in brightness. And in order to avoidaaonfusion, the spectral
resolving power needs to be combined with a reasonable angsolution. This is where
the future observatorigSonstellation-X (NASA) andxEUS (X-ray Early Universe Spec-
troscopy missiongEsA and Japan) come in. With effective collecting areas at 1 keV o
1.5 n? (Con-X) and 6 M (xEus) and a spectral resolving powerf1500 around 8 keV,
these telescopes should be able to answer questions akdirstiblack holes and dark
matter in small (young) clusters of galaxies. Also, thedtite of the intergalactic me-
dium and the evolution of galaxy clusters could be studidds & an important driver for
the development of a high-efficiency, high-resolution X-spectrometer with imaging
capabilities.

1.2.3 Other applications

Besides astrophysics, there are other applications thXtrafy spectroscopy that can
benefit from a high-resolution spectrometer.An importarligation is X-ray microana-
lysis. Here, a sample is irradiated with an electron beamn faoscanning electron mi-
croscope. This produces X-rays which are measured with @rgpeeter. The emission
spectrum shows the concentration of the elements that esept. Because the electron
beam is very narrow, extremely precise measuremenfisifm) are possible. This tech-
nique has a very wide range of applications, from biology araderial science to the
semiconductor industry. For the best energy resolutioweleagth-dispersive spectro-
meters have been used up to now. However, they posess a ranawidth and are not
easy to operate. Therefore, an energy-dispersive speeteothat approaches the energy
resolution of the wavelength-dispersive spectrometenisra useful development [4].
Another application mentioned here is in the field of metggloThere is no well-
defined standard of low-energy radioactivity. While thegale radioactive sources such
as®Fe emit X-rays and Auger electrons at a certain rate. Withsmn@snents using a
high-efficiency spectrometer, comparisons between tievbecome possible [5]. Since
a measurement of the total emission (including electrad@sired, this application is not
limited to X-ray spectroscopy. Nevertheless, it is mergibihere because the detectors
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described in this thesis could be used for this purpose.

1.2.4 X-ray spectrometers

Now that we have an idea of the applications of X-ray spectipg, we will take a look
at the available instrumental techniques. The quality @cspmeters is expressed in
terms of their resolving power. This is the raBgAE between the measured energy and
the minimum energy difference that can be discerned at thaitgg. The number can
also be expressed as an absolute energy resolution, inafirei FWHM (full width at
half maximum). Spectrometers fall into two categories: eamgth-dispersive (WDS)
and energy-dispersive (EDS). For WDS, the resolving povgerlly increases linearly
with wavelength, while for EDS, it increases either linearly with or with teguare root
of energy. Therefore, in general, WDS is more suited for low-energngtwavelength)
radiation, whereas EDS is better for the high-energy (siwaxtelength) end. Moreover,
there are other factors to consider, such as detectionesféigiand bandwidth.

WDS instruments convert the wavelength of the radiation etdispersion angle,
which corresponds to a position on the focal plane. The specis then recorded by a
detector, nowadays usually a CCD. There are three typespédiive elements used in
WDS: transmission gratings, reflection gratings and Bragstals. A transmission grat-
ing spectrometer such as used on the Chandra X-ray obser¥ete a spectral resolving
power of about 800 at 0.5 keV. For the reflection grating spectter on XMM-Newton,
it is around 400, but with a much larger detection area. Bseamost of the radiation
intensity goes into the zeroeth-order beam which containspectral information, the
gratings are not very efficient, just 10-20%. Also, becabsefacal plane areas for the
different dispersion orders overlap, there is the probléwrder confusion. This can be
resolved by using the intrinsic spectral resolution of tl&DC

The Bragg spectrometer uses a crystal that reflects onlycifispeavelength which is
dependent on the angle of incidence. This type of spectemnequires a curved crystal
or a mechanism for rotating the crystal to scan the diffaactingle. Furthermore, a lot
of different crystal types are necessary to get a reasotanidwidth. Although it has
a potentially very high resolving power(10,000), the fact that only a small range of
wavelengths can be measured at a time leads to a very lowghpoi

WDS has a very good resolving power, but lacks good imagipgloéity. For that
purpose, we need to turn to EDS. In spectrometers in thigoatesingle photons are
absorbed and their energy is measured [6]. This is done irriatyaf ways, but in
general the photon absorption creates a number of ‘signaécsi, which are counted. A
factor that determines the energy resolution is the amdiernergy necessary for creating
a single signal carriety. In table 1.1, a number of EDS techniques, discussed below,
are summarised. For a measured endtgyhe number of signal carriers rs= E /w.
The variance in this number is, = v/Fn, whereF is the Fano factor of the detector.
The Fano factor corrects for the error that is made by thenagtan of pure Poisson
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Table 1.1 Some energy-dispersive X-ray spectroscopic techniquetheeir approximate
signal carrier generation energies.

Detector Signal carrier Preferred application

energyw (eV)
proportional counter 30 large detection argdl, m?
scintillator 1000 high energyresponge100 keV
semiconductor 3 imaging spectrophotomefyAE ~ 40
superconductor 0.003 low energy imaging spectrosddpE ~ 200
microcalorimeter - wide-band imaging spectroscdpsAE ~ 1500

statistics, and is a property of each detection technigoeinStance, for a gas scintillation
proportional counter (see belovid~ 0.2. In general, for the energy resolution, we obtain
AE = 2.35E0,/n = 2.35/WFE.

In gas-filled proportional counters, the X-ray photon i@sisan atom in the gas, which
emits a photoelectron. This causes an avalanche of segoiod@ations, resulting in an
electrical pulse with an amplitude proportional to the X-emergy. The energy resolution
is about 1 keV at 6 keV. By measuring the UV light that is progtiéen the primary
ionisation, as is done in a gas scintillation proportiomalrater, the resolution is improved
by a factor of~ 2—-3. These detectors are only used nowadays for specifiopesp
requiring large areas and are mentioned here mainly footiést reasons.

X-ray scintillators operate by converting X-ray photonwiwisible light. This light is
then measured with a photomultiplier tube. For the scattill crystal material, Nal(TI) or
Csl(Na) is used. When an X-ray photon is absorbed, an ele@released through the
photoelectric effect. This electron produces secondagtein/hole pairs which cause
the Tl or Na impurities to emit visible light. The measureghli pulse is proportional to
the X-ray photon energy. The resolution of this type of spmeoeter is~ 4 keV at 6 keV,
which is not very good, but the advantage is that the bandivigdiery large £ 100 keV).

Semiconductor spectrometers usually consist of a volummeaied Si or Ge, to which
an electric field is applied. When the absorption of an X-nadpices electron/hole pairs,
these are separated by the electric field and pulled to tHacgucontacts. The accumu-
lated charge is proportional to the X-ray energy and can bd oait as a current. The
detector is usually turned into a diode to avoid a ‘leakagest’. The energy resolution
of these devices at 6 keV is about 0.14 keV. They form the h#dise charge-coupled
device (CCD), which is basically an array of semiconducttedtors. This technology
has shown great capabilities for imaging work. If it is ereslihat in every CCD read-out
cycle there is never more than one X-ray photon absorbedipel; the spectral inform-
ation is conserved. The CCD can then be used as an imaging@psatometer.

A rather novel type of spectrometer is the superconductimed! junction (STJ).
This consists of two superconductive layers separated gnathin insulator, forming
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a Josephson junction. Absorption of an X-ray creates gadsifes in the supercon-
ductor. When the quasiparticles tunnel through the instlatcharge is transferred from
one electrode to the other. This can be read out as a currbatbdst energy resolution
obtained at low energy with an STJ spectrometer is 2.4 eVakéV [7]. It is expec-
ted that this technique will lead to an imaging spectrométatr approaches the resolving
power of WDS at low photon energies.

Another technique involving quasiparticles is the measamt of the change in kin-
etic inductance of a superconductor when an X-ray is absid@je Using this technique
for X-ray spectroscopy is very tentative at the moment, bhas the potential of being
easily scalable to a large number of elements. This woutzivalbr a high-resolution
imaging spectrometer with a very large number of pixels.

The last type of spectrometer discussed here is the X-rayogatorimeter. This
technique involves measuring the temperature increasdadtiee absorption of an X-
ray photon. There are several ways of performing this teatpeg measurement: ion-
implanted Si thermistors have proven to work well. Anotheys to measure the change
in magnetisation of a paramagnetic material in a small mégjfield [9]. This magnetisa-
tion is very sensitive to temperature changes. A third wag isse the steep temperature-
dependence of the conductivity of a superconductor nearittsal temperature, as does
the transition edge sensor. The development of this tederigjthe subject of this thesis.
Compared to other EDS devices, this type of sensor has thentahe of a good energy
resolution, a high detection efficiency and a large dynamuige in both energy and in-
tensity. It should also be noted that in principle, it can ppli&d to any interaction that
creates heat. So, besides electromagnetic radiationdétéstor type can be used for
detection of neutrinos or exotic dark matter particles,comfiass spectroscopy. The next
chapter will describe the operating principle of this senisaletail.



CHAPTER 2

TRANSITION EDGE SENSOR

In this chapter, we will discuss some basic physics relaietié transition edge sensor,
and define some concepts for later use. We will discuss sopeuctivity and the phase
transition, and the way that a voltage bias introduces medbermal feedback. Then,
we will introduce the noise model and calculate the thecaétnergy resolution for a
voltage-biased TES-based detector.

2.1 Superconductivity

In this section, we will not go into the details of supercoaiiltty but just mention some
of the concepts involved. For a detailed treatment we reftre literature.

Superconductivity, discovered in 1911 by Heike Kamerli@ines at Leiden, is the
phenomenon of a conductor losing all its electrical resistawhen cooled below a cer-
tain critical temperaturd@;. Another important property is that all magnetic field is ex-
pelled from the superconductor when it is cooled belgwThe superconducting effect
is removed when a magnetic field stronger than the critichl fi is applied. This crit-
ical field is temperature-dependent. A current through aeswgnductor will induce a
magnetic field, and so there is also a critical curdgrassociated with the critical field.
Currents higher thalh will drive the superconductor normal.

There are two types of superconductors: elemental supguctors are generally of
type | while alloys are of type II. Unlike type |, type Il supanductors exhibit a so-called
mixed state, in which there is a partial flux penetration a&mfieldH:;. They go normal
at a fieldHc, which can be much higher than the critical field of a type | sapeductor.
Thin films of elemental superconductor material can behavge II, due to a mean free
path that is short compared to the London penetration déjpiis.is the distance from the
surface of a superconductor to the point inside at whichtttemgth of an applied field is
reduced with a factor fe.

19
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Figure 2.1 Sketch of the density of available electron states as aifumof energy for
electrons in the conduction band of a normal metal (left)fand superconductor (right),
showing the energy gap around the level of the Fermi enigggy

Superconductivity is based on attractive electron-ebedimteractions that lead to the
formation of Cooper pairs of electrons which condense iméoground state. This results
in a gapA = 3.5kgTc/2 (atT = 0 K) in the excitation energy spectrum of the electrons.
Therefore, electron states of certain energies are ndaal@j as shown schematically in
figure 2.1. The Cooper pairs have a much larger length scatedbnduction electrons,
and this prevents the interactions that cause resistiwityormal conductors. This is why
a superconductor exhibits no electrical resistance. Tpesga decreases with increasing
temperature and disappearsiat T.. The material then goes from the superconducting
to the normal phase.

2.2 Phase transition and critical temperature

Now, we will describe some aspects of the phase transitiawilV not perform detailed
calculations, but will try to give an order of magnitude foetparameters involved and
show in what way they interact. The transition from the sapeducting to the normal
phase takes place within a temperature range of a few mK. &distance then changes
from zero to a finite value, making a superconductor a vergitiea resistive thermo-
meter. An example of such a transition is shown in figure 2t Jhape of the transition
depends on the purity of the material and, in the case of trsfion the applied mag-
netic field. The critical temperature is a property of eaghesaonducting element. For a
desiredT, a suitable elemental superconductor may not be avail&bleunately, thél.

of a material can be changed by using a combination of elesn&hen a normal metal
and a superconductor are placed in contact with each othvee €ooper pairs may be
exchanged with quasiparticles from the normal metal, &ffely suppressing thé. of
the superconductor (and inducing some superconductivitiié normal metal). This is
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Figure 2.2 Example of the superconducting to normal transition of /Adibilayer. In
bulk form, Ti has a critical temperatufig of 0.40 K. By using a bilayer of 18 nm Ti and
30 nm Au, thel; was suppressed to 0.097 K.

called theproximity effect. By changing the film thicknesses of the superconducting and
the normal metal, the strength of this effect can be adjustettheT, of the bilayer can
be tuned. For the Cooper pairs, a so-called intrinsic cotoerength can be defined:

 hep
o = — (2.1)
hug
0.18—— 2.2
kgTc 22)

wherevg is the Fermi velocity. For a pure superconductor, thererisat no suppres-
sion of Tc when the thickness exceeds. For thinner films,T; is suppressed further
with increasing normal metal thickness, until the coheedpogth of the normal metal is
reached:
hD
2rkgT

whereD = vgpln/3 is the diffusion constant of the normal metal, with, its Fermi
velocity andl its electron mean free path [10]. For greater normal metaktiesses,
T stays constant. This is schematically illustrated in fig2t@ In thin films at low
temperature, the mean free pathvill be limited by the film thickness. Therefore, normal
metal films with thicknesses beloiiur /(67ksT))Y/3, will always be thinner than their
coherence length.

These coherence lengths give an upper limit as to the rajthieknesses for the
desired suppression @f. In practice however, there appears to be quite a large margi

én = (2.3)
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Cn1 én ds o
normal metal thickness superconductor thickness

Figure 2.3 Schematic illustration of the influence of the proximityeet on the critical
temperature of a superconductor/normal metal-bilayigs.is the Tc of the bulk super-
conductor. The curves in the left part correspond to difieseiperconductor thicknesses,
which are indicated in the right part. For instance, for aegiguperconductor thickness
ds1 in the right part, one finds the corresponding curve by follmathe dotted line up-
wards and then left into the left part. Then, for a certaimmalrmetal thicknesdy, the
bilayer T, can be read off from this curve and is found toe The curve on the right
describes th&; of a bilayer with the normal metal layer thicker than its canee length,
as a funcion of the superconductor thickness. Adapted fddh [
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in these thicknesses, and precise tuning is somewhat oftamaditrial and error. From
the figure, itis clear that there are many combinations ckiésses possible for a single
T.. The desiredy is reached most easily by first adjusting the normal metaktigss to
the desired resistivity and then varying the supercondticickness. An important factor
is also the quality of the interface between the layers, amddepends strongly on the
deposition conditions. In principle it is possible to prdheT. of a bilayer [11], but in
practice the value will vary from one fabrication setup totuer. For a reproducibl&,

a clean interface between the layers is very important.

The choice of materials will be very much dictated by pradttonsiderations, such as
available equipment and materials. The materials shoulthbeically stable. The nor-
mal metal is preferably a noble metal, so as to avoid degi@tditrough oxidation. At the
National Institute for Space Research (SRON), we have uisggkbs of Ti (Tc = 0.40 K)
and Au for a targeT. of 0.10 K. For 50 nm of Au, the normal metal coherence length is
0.53 um, so the film has a thickness of about 10% of this value. Thi@sit coherence
length for Ti is 59 um, and the thickness needs to be well below that for the desire
suppression of¢. In this case, 14 nm of Ti has resulted if@of 0.10 K. Other groups
use bilayers with Mo, which has & of 0.92 K; the group at the National Institute of
Standards and Technology (NIST) uses 60 nm Mo/200 nm Cu wielgroup aNASA’s
Goddard Space Flight Center (GSFC) uses 50 nm Mo/270 nm AaiTipof 0.10 K. This
Tc is chosen as low as possible to minimise noise, but suchhibahermometer can be
operated in the limit of extreme electro-thermal feedbasikg practical cooling. This
will be explained in the next section.

2.3 \oltage bias and electro-thermal feedback

Before we explore the use of the TES thermometer further,eeg no consider the prin-
ciple of bolometric detection. ‘Bolometric’ refers to theemsurement of radiation. We
distinguish between the bolometer, which measures radiéitix (e.g. infrared) and the
microcalorimeter, which measures the energy of individadiation quanta (e.g. X-rays).

In a conventional bolometer or microcalorimeter, an absowith heat capacitg is kept

at a certain temperatuilg by means of a connection to a heat bath by a thermal conduct-
anceG, as shown in figure 2.4. The behaviour of the temperaliftg after an energf

is absorbed is described by the power balance equation

CdL—Et)+G(T(t)—To) =Eo(t), (2.4)
which has the solution E
Tt)=To+ Ee*t/ﬂs(t) (2.5)

wheret = C/G is the thermal time constant of the system &@hd) the Heaviside step
function. The temperature excursion is proportional toitreéddent energy and can be
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Figure 2.4: Schematic illustration of a conventional microcalorierefThe absorbet is
weakly coupled with a thermal conductar@do the bath, which is at a temperatuig
After an event of energ, the microcalorimeter temperatufebehaves as shown in the
graph on the right.

measured by a sensitive thermometer.

Although the transition edge thermometer is very sensitiveas a very limited dy-
namic range. Operated as a current-biased bolometer, erdtabekin e.g. [12], it requires
a very well-controlled bath temperature. This limitati@nde overcome by using voltage
bias and a bath temperature well bel®[13]. Joule heatingR = V?/R) in the TES is
used to raise the temperatureltobringing the TES into its transition. With the operating
temperature significantly above the bath temperature,dtepflowing through the heat
link to the bath is described by

P=K(T"-T", (2.6)

with T, the temperature of the batk,a material and geometry dependent parameter and
n the power law exponent of the dominant mechanism respanfibkthe heat transport
between thermometer and bath. For the heat transport tpta&e through phonon con-
duction, a value fon between 3 and 4 is expected, depending on whether specular or
diffuse scattering occurs at the boundaries of the heatfiaterial. For electron conduc-
tion in metals, the value is 2 and a heat link dominated bytelaephonon coupling has
5.

The power balance equation in the case of voltage bias, Wwildoule heating term
included, becomes:

dT(t) V2

C—+K(T”(t)7T§)fW = E&(t), 2.7)

dt

where the resistance functi®{T) describes the shape of the transition under bias con-
ditions. In order to solve this equation analytically, wevdndo linearise it using these



2.3. \Wwiltage bias and electro-thermal feedback 25

first-order approximations:

K(T"O)-TM =~ Py+G(T(t)—To) (2.8)
vz Poat
RTM) Po—T—O(T(t)—To) (2.9)
with 4P
=37 = nKT"1 (2.10)

the dynamic thermal conductance and

TdR
=—— 211
9= Rar (2.11)
a dimensionless characterisation of the steepness ofahsition. In the first-order ap-
proximations above, the time-independent quantRiesnd Ty are theequilibriumvalues
of power flowing to the bath and TES temperature, respegtivdsing the approxima-
tions, we can write down the linearised equation:

dT(t) Pya
C—2+G(1+— ) (T(t)—=Ty) =E(t). 2.12
G+ (14 ) (10 - T 8t (212)
The solution is E
Tt)=To+ 6ert/Teffa(t), (2.13)
with the effective time constant
C
- 2.14
Tefl = G(1+ Lo) (2.14)
Here we have used the abbreviation
Poa
Lo = — 2.15
0 P (2.15)

- 5-@)

The numbel is called the ‘loop gain’. In the limit of extreme electroetimal feedback
(To > Tp), we can approximate it big ~ a/n. The time constantes is shortened,
compared to the intrinsic time constamty a factor 1+ Lo by means ofegative electro-
thermal feedback (ETF). This is the mechanism that drives the thermometek bmthe
same set point in the transition: A rise in temperature l¢adm increase in resistance.
This in turn decreases the current, which results in a deergaJoule power. Because
there is less power flowing into the thermometer, it cools mlowompensating for the
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Figure 2.5 Schematic of the mechanism of negative electro-thernedfack. In the
boxes, the transfer functions between the various questiie given. The thermal con-
ductance forms a low-pass system with a time constante€/G. Therefore, the trans-
fer function from power to temperature is frequency-degend

original temperature rise. In this way, any temperatureiesion is regulated back to the
operating point by a change in Joule heating. This has thecaddvantage that the pulse
decay time is shortened, allowing a higher count rate. Amsictiie of the feedback loop is
shown in figure 2.5. The feedback diagram is very useful foleustanding the response
of the TES. For any feedback loop with a forward gainfodnd a feedback gain @3,
the total gain of the circuit i®\/(1— AB). In this way, the response of such a circuit
can be easily calculated without having to solve differ@rgguations. This principle is
employed in the next section.

But before we go on, we will elaborate on the transition stesp parameter. The
TES resistance is a function of both temperature and curfdr steepness of the resist-
ance curve with respect to temperataf/dT can be measured using a small constant
current while sweeping the temperature, as shown in fig@®2R the left. Conversely,
the steepness with respect to curr@Ry d1 can be measured with the device well coupled
to a constant temperature bath while sweeping the curreotn Ehese derivatives we can
calculatear = (T/R)(dR/0T) anda; = (1 /R)(dR/3l).

Under bias conditions with a weak coupling to the bath, thvétebe a mixed situ-
ation: because of Joule heating, increasing the bias @italfjincrease the temperature
but also decrease the current. The system will move at aredhgdugh theT-I-plane
across the curve describing the transition, as shown indigLg. On the right, the move-
ment of the system throudh+I-R space is shown for a change in the bias voltage. From
thel (V)-curve that is measured in this way, B(T )-curve can be calculated. This data
can be used to determine thie= (T /R)(AR/AT) under bias conditions at each set point,
which will be smaller thamt measured at low, constant current. The change in resistance
due to a change in temperature and current is given by

R R
AR= ZarAT + Al (2.17)
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Figure 2.6. Left: The superconductive (S) and normal (N) regions of the ttiansedge
thermometer in the plane of current and temperature. Theeddies indicate aR(T)-
measurement at constant current andRél-measurement at constant temperature. The
slanted arrow indicates the direction of movement throdmghttansition under voltage
bias conditionsRight: Cartoon of the resistance as a function of temperature amdra.
The curve indicates the position of the bias point as a fonaif bias voltage. The current
component of the curve is very much exaggerated; in redigytypical bias current is
much smaller than the critical current of the device.
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Figure 2.7: Simplified version of the circuit diagram for operating aS Ender voltage
bias with current readout. A more complete version is givdigure 4.2. Here, a constant
currentl, and a shunt resistd®s are used to apply a constant voltage over the TES. The
output is the currentthrough the TES.

If we substituteAl = (—1 /R)AR and do some rearrangement, we find the relation

TAR_ aTt
RAT 1+a’

(2.18)

The left-hand side is the definition of our ‘effective’ under bias conditions. It is this
effective a that should be substituted into the loop gain expressiat6§2. Since this
a is the one we can measure under bias conditions, we do notthaverry about the
individual o and a;. This will be slightly different when the voltage bias cahfhe
assumed to be ideal (see for instance [14]), but it remairmd gpproximation.

2.4 Noise model

Now that the principle of ETF has been explained, we can lddiow it influences the
noise and responsivity in the system. At the same time, weextbnd the feedback
diagram from the previous section to include a non-ideaiagd bias. Also, the noise
sources that are predicted by theory are incorporated lr¢aiagram. This will enable
us to calculate the effect of the noise at the output of theegys

In practice, the voltage bias is implemented as a constastdirrent, with a small
shunt resistoRs and the TES in parallel, as shown in figure 2.7. This schemeahas
effect on the transfer functions from resistance to cureerd from current to power.
These become:

dl -V

dR =~ RR+R) (219)



2.4. Noise model 29

[5Pph - \/4kaT2G] [5vsh — \/BkgTaRs ] { 3Vip = VAR ]

— | > _1
RRs
AP . 1 |AT[R_|&R[ _y Al
"Gt [ TA * RRiRs) [* >
RRv/ |e
RRy e

Figure 2.8 Feedback diagram for signal conversion from input powesutput current
by a voltage-biased TES, with noise sources. Indicateckdbihare spectral noise density
values for phonon noise from the heat link to the ba&f,), Johnson noise from the TES
itself (OVjo) and Johnson noise from the shunt resistdfsf). The shunt noise enters the
diagram in two locations to compensate for the fact thathlesis not part of the thermal
circuit. The advantage of this type of feedback diagramas ithis appropiate for many
types of noise sources that enter the diagram in a natural After [15].

dp R—Rs
Fi R vV (2.20)
In figure 2.8, the extended feedback diagram is shown, withntlost important noise

sources included. These are:

Phonon noise originating from the thermal fluctuations over the heat ltokhe bath.
The spectral noise density is given by

3Pon = /4ykeT2G, (2.21)

_.n
Y ot
a factor of~ 0.5. This factor accounts for the fact that there is a tempezajradi-
ent over this heat link [16]. Because of the gradient, themitade of the noise is
based on a temperature that lies betw&eandT. Phonon noise enters the system
at the same location as the signal, at the input of the feédtiagram.

with
(2.22)

Johnson noiseoriginating from random transport of charge over the TEStes The

spectral noise density is
0Vjp = v/ 4ksTR. (2.23)
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This noise component is first converted to current and theéerenhe feedback
circuit at the output.

Shunt noise, that is Johnson noise from fluctuations over the shunt msiEhe spectral

noise density is
6Vsh =V 4kBTsRs, (224)

with Tg the temperature of the shunt resistor, which is preferabtii@bath tem-
perature. This noise component enters the feedback catthit same location as
Johnson noise from the TES. However, the shunt resistortipart of the thermal
circuit, so the power dissipated in that resistor by the Johmoise should not be
included in the feedback system. To correct the diagramhist the dissipated
power is subtracted from the thermal noise by means of aa bxéinch.

At the output, with the feedback taken into account, thessethoise components will be
observed as

im(f) = Vaperio ot R 1 ! (2.25)

io(f) = VAsTR 1 1+ 4m2f2r2 (2.26)
1 R+Rs 1+BLo\ 1+4m2f2r2, '

ISh(f) = 2622 (227)
R+Rs 1+BLo 1+4meferg,
with R_R
_ R—Rs
B= RTR (2.28)
and .
Teff = . 2.29
eff 1+BL0 ( )
From the diagram, the total small-signal responsi@ity |Al /AP| is found to be
al R 1 1 (2.30)

f)=— .
S( ) GT R+Rs1+BLg /1+47T2Te2ﬁf2

It should be noted that this expression is only valid for $reiginals. In section 6.5.2,
a procedure for calculating the large-signal responsigifgresented. Using expression
(2.30), the noise components can be transformed back toplieand the noise equivalent
power (NER= ingise/ S) can be calculated:

NEPy, = +/4yksT2G (2.31)
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NERo(f) = \/4kBTR\%\/1+4n2f2r2 (2.32)
NEPs(f) = \/4kBTsRS\(/3—-ar\/(1—Lo)2+4rr2f2T2 (2.33)

The total NEP is simply the square root of these componentsdduadratically.

2.5 Energy resolution prediction

Using the NEP calculated in the previous section, we can finekgression for the theor-
etical energy resolution. To do so, we look at the signaldi@mmed back to the input, that
is as a power. When we look at the signal in the frequency doyma assume that the
amplitude in each frequency bin is an independent estinfatemriginal photon energy
[12]. The best way to reconstruct this energy is to take a tejaverage (integral) over
all these frequency bins. The uncertainty in determinimgtbwer at a certain frequency
is given by the NEP. Therefore, the weighting factor at fesy f is 1/NEP*(f). The
weighted average is given by

E _ Jo’Pin(f)/NEP?(f)df
YR YNER (YA

(2.34)

wherePjy (f) is the input signal in the (single-sided) frequency domaime RMS uncer-
tainty in the weighted average is given by

/ 1

We would like to know how accurate we can determine the oaigdmoton energ¥. To
get that number, we need to sca)§/AE2) with a factorE/Ey, So we need to evaluate
(2.34). The input signal is modelled a®gulse in the time domair®,(t) = Ed(t). Its
Fourier transform i€, but because we work in the single-sided frequency domatiiciw
means we only use positive frequencies), we must use thessipn

Pin(f) = 2E. (2.36)

From (2.34), we see th&t/E, = 1/2. Therefore, we can write for the FWHM uncertainty

in the original energ¥:

AE—235— 1 (2.37)

w _ 4df
Jo NEP?(f)

In practice, the weighted integral should be accomplishyesbione sort of filtering. In
appendix B we will describe our filter implementation.
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Substituting for the NEP the quadratic sum of the theorkéigpressions of the noise
sources from the previous section and applying the appratim for extreme electro-
thermal feedbackn(~ P/GT), we may write

AEgheor= 2.35 /kg T2C (2.38)

with
¢ = s{‘/(ynaz +a?)q+ (n?—a?)g? (2.39)
~ §W (2.40)

and

TsRs
TR’
afactor very close to 1. Note that the param@tés not present in this expression; the res-
olution is independent of the quality of the bias voltageu&pn (2.38) is an upper limit
for the energy resolving power obtainable with a voltageséiaTES-based bolometer or
microcalorimeter. It is clear that there is a strong depand®n operating temperature,
heat capacity and thermometer sensitivity, so those arguhetities to optimise.

=1+

(2.41)



CHAPTER 3

TESBASED X-RAY
MICROCALORIMETER

In this chapter, we will look at the parameters involved isidaing an actual TES-based
X-ray microcalorimeter. We will describe the requiremedntshe absorber and the coup-
ling to the bath. Following the specifications for the NFIgtiiment on th&eus satellite
[17], we will determine some relevant parameters.

The basic properties we should aim for in a practical sensoasfollows:

e large filling factor;

¢ high efficiency;

¢ high count rate capability;

e good energy resolution (low noise).

These properties will be explained below.

Large filling factor For imaging purposes, in which case a large number of detecto
elements are used side by side, it is desirable to have at @b as possible between
the detectors. In other words: a high filling factor. Tkeus specifications quote a
number of at least 95%. For this reason, we would like the rilirsg area to cover the
whole of the detector size, with no parts like wiring stiakiout.

High efficiency Since the intended applications include sources of lowhbnigss, a
high absorbing efficiency is important. Also, a high efficgof the absorber reduces the
effect of confusion of the spectrum due to unintentionabapison in other parts of the
sensor. Thexeus specification is an absorption efficiency of at least 90% at'¥8 kas
would be provided e.g. by pm Bi, as shown in figure 3.1 [18].

33
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Figure 3.1: Absorption of 5um Bi as a function of X-ray energy. From data in [18].

High count rate capability Although count rate is not a big issue for the intended
application, less pile-up can be benficial to the resolutieor thexeus specification of
100 counts per second per pixel, a pulse fall time-df00us is appropiate.

Good energy resolution In order to resolve weak, narrow spectral lines to a good
line/continuum ratio, energy resolution is very importafte XEus specification lists

2 eV FWHM at 1 keV and 5 eV at 7 keV. In a well-designed sensorraad-out system,
the main limitation for the energy resolution is intrinsigige. To get the best signal-to-
noise ratio, the ideal design should have a higla low operating temperature and a low
heat capacity.

3.1 Absorber and heat capacity

The function of the absorber is to convert the energy of anidesi photon into heat. This
heat then spreads out and raises the temperature of théahsehich is measured by the
thermometer. The choice of absorber materials and dimessietermine the absorption
efficiency, detection area and dynamic range of the sensbalan the energy resolution,
as we shall see. The absorption probability of X-ray photormsmaterial is given by

A=1—g M (3.1)

with n the number of atoms per unit volumea, the linear atomic photoabsorption cross-
section andl the thickness. These parameters can be found in [18] for rabemyents
and energies. For a few metals and a photon energy of 6 ke}atieecopied in table 3.1.

Since the energy resolution deteriorates with increas@a bapacity, a material that
combines high X-ray absorption efficiency with low heat @tyais best. The specific
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Table 3.1 Parameters of importance for absorber material seleétiosome metals:

absorption cross-section, atomic concentration, spduifat and the figure of merit for
absorber material selection. (S) means superconductpm@dns normal metal. From
[18] and [19].

Element p, @ 6 keV n ov @0.1K Nla/Cy
(107%*m?)  (10°%8/m3)  (JI/K/m3)  (107?1K m?/J)

Mo (S) 53 6.4 0.0023 15

Ti (S) 36 5.7 0.0025 82

Ta (S) 10 56 0.013 43

Sn (S) 13 2 0.012 33

Nb (S) 48 5.6 0.0086 31

Bi (N) 17 28 0.037 13

Al (S) 0.49 60 0.0025 12

Pb (S) 16 B 0.092 Q59
Au (N) 14 59 71 0.012
Ag (N) 8.2 5.9 6.3 0.0076
Cu (N) 12 85 938 0.0010

heat of normal metals at temperatures below 1 K is dominagdtidelectronic specific
heat, given by
- (3.2)
Na

whereNa is Avogadro’s number angt is the Sommerfeld parameter, a characteristic of
the material, in J/R/mol [19].

For superconductors below thélg, the specific heat is dominated by the phonon
specific heat. This is given by the Deby2 law:

3
on  12m T
oy = = nkg (O (3.3)
whereO is the Debye temperature which can also be found in [19]. Fewanetals, data
for electron (in the case of normal metals) and phonon hegtaity (for superconductors)
are given in table 3.1. To make the trade-off between abisorpfficiency and specific
heat, we can define a figure of merit:

. A Ny
cIJITOE iy (3.4)

Values for this figure of merit are given in table 3.1 (highebeétter). Based on the figure

of merit, we see that superconducting absorbers might bed glaoice. However, in a
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superconductor, part of the energy of an absorbed phot@eto break up Cooper pairs,
creating quasiparticles. These need to recombine to pegoluenons which can enter the
thermometer. The time needed for this recombination mayelg leng due to trapping
of the quasipatrticles in the superconductor. The effechisf dn the pulse shape is not
well known. For reasons of simplicity, it might be preferatn stick to normal metals. Of
these, the semi-metal Bi is the best. However, Bi has a lowrthkeconductivity. For fast
thermalisation of the photon energy, a high thermal conditicbf the absorber material
is also important. Therefore, a combination with a normatahkke Au, Ag or Cu is
preferable. Thanks to the low specific heat of Bi there is somoen left for a normal
metal.

Given a requirement for absorption efficiency and a choicétfe material or mater-
ials, the minimum thickness is fixed. The remaining free peater then is the absorber
areaD. Bigger is nicer of course, but increases the heat capatiste is a clear trade-off
between detection area and energy resolution.

A last important item to consider is the dynamic energy ramigéhe detector. The
maximum photon energ§may Of the radiation to be measured and the allowable temper-
ature chang@ATnax are directly related to the heat capacity:

Emax
C= 3.5
ATmax (35)

If the operating rangARmnax should remain within 10%—-90% of the normal resistaRge
the temperature range of the thermometer becomes

ATmax = % (3.6)
= 1.6% (3.7)

with the average valued) = T; and(R) = 0.5R,. So, for a given dynamic range, we
have for the minimum heat capacity.
O Emax

=063 (3.8)

Since the energy resolution depends on the heat capaatg ih also a clear trade-off
between dynamic range and resolution of the sensor.

In this discussion, we have not yet included the heat capatihe TES. Although it
is generally small compared to the absorber heat capaatls to the total heat capacity:

C =Ddoy +Crgs (39)

We could now imagine a surface of equal heat capacity in @&ttlimensional parameter
space with the dimensions of absorption efficiency, deiactirea and dynamic range
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(A-D-Enax space). This surface is described by the equation

—In(1—-A) 0 Emax
D——oy +Cres=0.63——. 3.10
TR +Cres T (3.10)
The parameters can now be optimised through an interataveeps. The most practical
approachis to start by fixing two parameters to preferredesand computing the third.
Next, adjustments can be made to one or both of the input pessuntil the specifica-
tions are reached.

3.2 Cooling and thermal conductance

After the heat capacity, another important design paraneetbe coupling to the bath. In
this section, we will derive upper and lower limits for thendoictance of the heat link.
The suitable magnitude of the cooling power and therefoeethiermal conductance to
the bath is dictated by the specified effective pulse faletoonstantes. Due to electro-
thermal feedback, the dynamic thermal conductance to tihefbthe case of ideal voltage
bias 3 = 1) is given by

C

< (3.12)
Te(l+a/n)’ '

So, given a maximum pulse fall time constant, we have withqBan expression for
the minimum thermal conductance. Since the resolutiondependent of5, it might
seem advantageous to use a higher value in order to get fagsexs. However, the need
for electro-thermal stability imposes an upper limit to #iwable thermal conductiv-
ity [20]. In addition to the pulse fall time, there is anothiene constant in the system:
the electrical time constanmtiec = L/R, with R the resistance andthe induction in the
circuit. The ratio of these time constants determines tigilgty of the system. The condi-
tion for stability can be found by looking at a pole/zero d&g of the circuit impedance,
as sketched in figure 3.2. The zeroes in the complex imped#ew®ibe a circular track
in the complex plane. When they are located in the left hathefcomplex plane, os-
cillations caused by instabilities in the system are damgadorder to attain this, the
(effective) thermal time constant and the electrical timastant should not be too close
together. For the system to be critically damped, we have

Ief _5g (3.13)

Telec
For a sub-critically damped system, it is [21]

Tl _37. (3.14)

Telec
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Figure 3.2 Sketch of the position in the complex plane of the zeroedefimpedance
Z(o +iw) of the TES bias circuit for different values afs/Telec. The dashed lines
indicate the boundary of the area in which oscillations i@ $sigstem are sub-critically
damped. After [21].

We use the latter case, which is the lower limit for the/ Tejec ratio for stable operation
of the circuit. The inductance is determined by the inductance of the wiring and other
components, such ass®uiD input coil, and is considered given. The upper limit for the
thermal conductance is now given by

CR

C<37@ra/m

(3.15)

Thus, for a given set of parameterax, C, T¢1, RandL the range of allowable values
of G is fixed. The thermal conductance is often provided by aasilinitride membrane
onto which the microcalorimeter is positioned. TBecan then be tuned by varying the
thickness, shape and size of the membrane. For a circularbnaee with thickness
d, radiusry, thermal conductivityk and the microcalorimeter in the centre, the radial
temperature gradient at a distandieom the centre is given by

dr(r) -P
dr  2mrdk’

(3.16)

Assuming as a boundary condition tfiafrm) = Ty, the solution for the temperature de-
pendence is
—PIn(r/rm)
T = ——
(r) 2mdk
The singularity at = 0 can be solved by realising that the temperature arouncethieec
is kept constant by the presence of the microcalorimeteto itp radiusr,. At that point

+Th. (3.17)
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r =ry we have
—2mdk

- IN(ry/rm)

Taking the derivative with respect 1o we find

(T —To). (3.18)

~ —2mdK
S In(ry/rm)’

With this equation, we can determine the dimensions of a mangbthat provides the
desiredG. It is valid for round membranes, but also a fair approxio@tior square
membranes with a side ofg. For silicon nitride, values for the thermal conductivity
k have been measured to beT?$ x 10-3 W/m/K [22] or 8T%2 x 102 W/m/K [23].
The difference between these two measurements is probalmed by a different ratio of
diffuse and specular scattering at the surface due to diffes in thickness (200 nm and
1 um, respectively) and roughness.

(3.19)

3.3 Practical sensor

Using the relations developed above, we can find the parastfetethe ideal sensor for
our application. SRON has developed superconducting Thiayers with a transition
temperature of. ~ 0.1 K. With a practical bath temperature ©f ~ 0.01 K, the approx-
imation for the loop gain in section 2.3 is valid for these §lnin the normal state, these
films have a square resistanceRyf=~ 0.20 Q. Under bias conditions, the typical of
the bilayers is about 50. Assuming a maximum photon enemgyeraf 10 keV, we find
through (3.8) a minimum heat capacity of 0.50 pJ/K. The thgoal resolution, according
to (2.38), is then- 1.2 eV FWHM.

From (3.12) and theEuUs specification we get a minimum thermal conductance of
0.28 nW/K. In our setup, the inductance of $@uiD and wiring is fixed at about 0,5H.
A typical set point resistance isXR, = 0.02 Q, giving a Tejec Of 25 us. According to
(3.15), this limitsG to 0.31 nW/K for a sub-critically damped system. The rangeben
minimum and maximun@ is in fact very small. With careful design of the wiring, it
should be possible to lower the parasitic inductance amvdibr faster signals. For a
given membraneG can be determined by measuring the bias power needed toheeat t
sensor to the transition temperature as a function of batipéeature. By fitting (2.6)
to these measurementsandK are found, from whichG is calculated through (2.10).
For the devices discussed in this thesis, a 3 wM mm x 1 um SN4 membrane
was used, as shown in figure 3.3, with= 3.2 andK = 1.5 x 108 W/K". From these

1Although thexEus specifications state a maximum energy of 15 keV, they do rpfire the best energy
resolution to be obtained at those high energies. Thereferean permit some saturation of the microcalorim-
eter at the highest energies and use a smaller maximum pboésgy for the calculation here.
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Reference
device

Microcalorimeter
Membrane Wiring
Bonding

Chip pads

Figure 3.3 Schematic drawing (top and cross-section view) of the ¢amjput. The
dimensions of the chip are 14 11 mm. The sensor under study is on the membrane in
the centre. To allow for an independent check of the quafithe transition, a reference
TES is processed on the chip.

numbers, a thermal conductivity af= 12T%2 x 10~2 W/m/K is calculated. At 0.1 K,
G =0.30 nW/K.

With the values for heat capacity and membrane size knowrsehsor can be fabric-
ated. The fabrication of the sensors and the test setup@asutiject of the next chapter.



CHAPTER4

FABRICATION AND SET-UP

This chapter deals with the technical requirements foriéating and testing the TES

X-ray microcalorimeters. We will have a brief look at thetical issues involved in the

lithographic process. Then, we will discuss the requireisiéar the test set-up and data
processing.

4.1 Lithography

The sensors discussed in this thesis are fabricated in arol@a using SRON expertise
and standard photolithographic techniques. We will notdbs those here in detail, but
instead have a brief look at the aspects of the process thaff apecific relevance to the
production of these sensors.

A complete sensor, such as shown schematically in figurec8r&ists of a substrate,
a TES, an absorber and electrical wiring. For the substeat)0pum thick Si wafer
is used with a 1um thick layer of SiN4 on top that will form the membrane later on
(step 1 in figure 4.1). At the location of the membrane, thesSidrtially or completely
etched away (step 2). Then, the Ti/Au bilayer is applied bgnseof e-beam evaporation.
For a reproducible transition, a good interface betweenvldayers is necessary. It is
therefore important that the two layers are deposited inlgsiiccession. There should
also be little interdiffusion between the two layers. Whka temperature exceeds
120°C, interdiffusion starts to occur. Therefore, it is critithat the temperature does
not become too high during the deposition. This can be a proldt the location of
the membranes in the wafer, where the thermal conductariogiied. Two approaches
have been applied to this problem. The first is to not etch aallaye Si at the location
of the membrane until the sensor is finished. However, efctiia Si from underneath
a completed sensor can be risky. The etchant may damagertier s wiring. The
alternative route is to etch away all the Si before the bil@gposition, and apply a/m
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Figure 4.1 Schematic illustration of the fabrication process forragte-pixel TES micro-
calorimeter (cross-section, not to scale). An explanatiothe fabrication steps is given
in the text.

thick Al or Cu cooling layer to the bottom of the wafer usingupr deposition (step
3). This provides the necessary conduction of heat away fhenmembrane and can be
easily etched away when the sensor is finished. In this wayteimperature does not
exceed~ 40°C during deposition.

After the bilayer deposition (step 4), the wafer is dicedichips which are processed
individually. The bilayer is patterned into a thermometeth& centre of the membrane
and a reference device towards the edge (step 5). Then,sh pasiern is laid out for
the Al wiring and bonding pads, which are applied using gyuteposition (step 6). As
shown in figure 3.3, the reference device has two connectioreither side to enable a
four-point resistance measurement; the sensor has justoomection on either side.

Subsequently, the resist pattern for the absorber is Igidfoan overhanging absorber
is to be produced (see section 5.2), a two-step processdstoszeate the mold for the
mushroom shape. Two resist layers are used with a 150 nm Aucseparation layer
in between to avoid double exposure of the bottom layer. THa¢ ‘of the absorber is
patterned in the top resist layer. Then, the separatiom layetched away. For this step,
it is important to protect the cooling layer on the back siflthe membrane with resist,
if present. Next, the base of the absorber is patterned isgbend resist layer. Then the
Cu part of the absorber is added by means of sputtering (3tdpdesired, a Bi layer is
applied on top of the Cu using thermal evaporation (step 8).

Finally, the cooling layer or alternatively the remainingudder the membrane is
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etched away (step 9) and the sensor is completed. The baakstige chip is coated with
a thin layer of vacuum grease and mounted on a Cu mounting wi&tt phosphor-bronze
springs. The contacts are wire-bonded to a circuit boardhich electrical leads can be
soldered.

The group at NIST has observed wide transitions in their MiolfESes [24]. This
was attributed to imperfections along the edges of the dsvithey solved this problem
by creating well-defined edges by depositing normal metgistlong the edges. In the
devices manufactured at SRON, no such edge effects werevebsand no normal metal
strips were necessary to obtain steep transitions.

4.2 Cooling, bias and read-out

After the production process of the sensor is completedastto be incorporated in a
proper test setup. This involves cooling the sensor, apglgi voltage bias and reading
out the current through the device. In this section, theirequents for the experimental
setup are described.

4.2.1 Thermal requirements

For the electro-thermal feedback to function properly, gskasor should be cooled sig-
nificantly below the transition temperature. For our 100 neikisors, a bath temperature
<20 mK is preferred. A dilution refrigerator or adiabatic degnetisation refrigerator
may be used for this purpose. At SRON, we use a Kelvinox 1Q@idii refrigerator
from Oxford Instruments, which provides ample cooling powEhe necessary cooling
power at the lowest temperature stage is limited to the padigsipated in the sensor and
(mainly) the shunt resistor, typically a hanowatt or lesg.afigher temperature stage
(~ 2 K), there is the power dissipated by theuiD, typically ~ 0.1 uW. These demands
are not very challenging, but the bath temperature stabildy be. Drift in the bath tem-
peratureTy, leads to gain drift through the responsivBy If the drift is not adequately
compensated, the measured spectrum will be smeared arebtiietion degraded. When
the bath temperature changes, the system shifts to anajb#éibeum set point. This
changes a number of factors in the responsivity (2.30):etutfresistance, temperature,
o and thermal conductance are all set point-dependent. Géthiee changes in current,
resistance and perhapsare the most important. We will see how a change in bath tem-
perature will affect the responsivity. A set point in thensdion is characterised by its
resistance, so we need to know how this parameter changas. the feedback diagram
in figure 2.8, we see that a change in resistance due to a chrapgeer is given by

AR 1

R - oTirpL " 1)
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This change of power caused by a change in bath temperatuteeaderived from (2.6):

AP = G- ATy = —nKT; AT, (4.2)

We now take the derivative of the responsivdty- S(f = 0) with respect tdR, see (2.30).

We use the expression with= 0 because we are interested in the change in pulse area.
Keeping in mind the definitions off, 8 andLy, and assuming a constant slope of the
R(T)-curve, we obtain

RS 2R+Rs+LoRs 1

g . 4.3
SdR R+Rs 1+BLo (4.3)
For the relative change in responsivity we can then write
AS RdS AR
S T SRR (4.4)
2R+ Rs+ LoR 1 AT,
= Sttt oR d KT =0 (4.5)

R+Rs  GT (1+BLg)? To
Using the numbers from section 3.3 and a valueRpof 7 mQ, we see that for a stability
given by a maximunAS/S of 1/6000 (1 eV at the energy of the MndKline, a widely
used X-ray test line), the bath temperature dkify should stay below 0.66 mK over the
measurement period. For shorter exposure times, thisrergait is met in our dilution
refrigerator without temperature control. In 30 minutég, peak-to-peak value of the bath
temperature is only 0.15 mK. For longer measurement times (hours), active tenuera
control may be necessary.

In principle, bath temperature fluctuations will also cdnite to the current noise.
However, since the time constant of the bath is generallyhmaoieger than that of the
pulses due to the large mass of the cooler, this will havefeaidn the energy resolution.

4.2.2 Electrical requirements

In this section we will examine the electrical requiremdotoperating the TES micro-
calorimeter with good energy resolution. These includehblstbias voltage, a low-noise
readout and an environment with low electromagnetic raatiat

Voltage bias A simplified schematic for the bias and read-out electroigagiven in
figure 4.2. The voltage bias is obtained by dividing a cortstatiageV,, of the order of
tens of mV by a wiring and filter resistan&g, of 130Q and a shunt resistds of 7 mQ.
Fluctuations on the bias voltage can influence the energjutisn in two ways: through
the responsivity and through the noise.
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Figure 4.2 The read-out electronics for a TES microcalorimeter. TESTs voltage-
biased through the wiring resistarigg and the shunt resisté. The current through the
TES is converted to a magnetic field by the input coil and thiméasured by theQuid
magnetometer. The flux-locked loop (FLL) electronics cohthe current through the
feedback coil via the feedback resisky so that the flux in thesQuiD remains constant.
The required feedback voltayk,: is proportional to the TES current and can be further
amplified using room-temperature electronics.

First we will look at how drift in the bias voltage can causéngdrift. A fluctuation
in the voltage over the TES will have two important effectstba responsivity (2.30):
The expression is inversely proportional to the voltageéjtalso contains the resistance,
which depends on the set point and therefore on the voltagee $he power flowing to
the bath is constant for small set point changes, we can write

AR AV
— =2—. 4.6

R v (4.6)
The relative effect on the responsivity is the sum of the tbations from the voltage and
the resistance effect:

AS AV RdS AR
s - V3is®R'R .7)
B (1+2 R+ Rs 1+BL0>V (4.8)

Hence, using again the values from section 3.3, for a resgtnstability of 1/6000, the
stability of the bias source over the course of the measureneeds to be better than
1/14000. This can be achieved using a stable voltage supply.

Noise on the bias supply can influence the current noise iM% We can model the
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noise from the bias generator as white up to a cut-off frequén:

M) = Ve 7 @9

wheredV, is the spectral density of the noise from the voltage geoer&toise on the
TES voltage couples into the circuit the same way as Johrsiga from the shunt resistor
(see the diagram in figure 2.8), so the contribution to the MEP

av GT [(1—Lo)*+4m2f212

NER/(T) = OVogy v 11 12/%2 (4.10)
RRGT (1—Lg)2+4m2f272

Y 4.11

b(R+Rs)RwVa\/ 1+ f2/42 (4.11)

This can be made very small by using a low-pass filter with & l@w cut-off frequency
fy in the bias line. In this way, the contribution to the energgalution was made negli-
gible.

(Electro)magnetic susceptibility Susceptibility to electromagnetic radiation and mag-
netic fields may cause the sensor to behave differently thpeated. Therefore, the
samples are mounted in the cryostat inside a superconduiticanister which provides
good shielding from these effects. The wires going into teister pass through filters,
shielding the inside from high-frequency noise.

Read-out The combination o6QuiD, input coil and feedback circuit provides a very
accurate current amplifier. In order not to deteriorate thergy resolution, its noise
should of course be significantly lower than the TES noiseguncase~ 5 pA/v/Hz.
Depending on the value of the feedback resifpand the ratio between the number of
turns of the input and feedback coils (in our caseldnd 1:8, respectively), the desired
noise level at the output of treQuID will be in the order of 10 n\/\/m. We have used
such asQuib made available by the University of Colorado at Denver.

Data-acquisition For further processing (filtering), the signal may be samhpising

a digital system. To avoid ground loops, we have used an opfder to galvanically
separate the computer from theuiD electronics. For the data acquisition, it is important
to avoid aliasing (see also appendix B). This is done by uaihgv-pass anti-aliasing
filter and sufficient oversampling. The cut-off frequencytloé anti-aliasing filter should
be chosen in such a way that the signal is not affected. Thestgsart of the signal is the
pulse rise time of- 10 us. To be on the safe side, we should therefore use an argirajia
filter with a time constant of~ 5 us. We use a® order Butterworth filter. The filter
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Figure 4.3 Fraction of rejected pulses due to pile-up rejection asatfan of count rate
for a 1 eV resolution contribution at 5.9 keV and a fall timel60 us, for pulses of equal
energy.

does not have an infinitely steep cut-off, so in order to aamiglaliasing we need to leave
some room between the filter cut-off frequency and the sargfdliequency. Therefore,
we need a sampling interval ef 1 us. We would like to sample a pulse for a length of
~ 101, so for a 10Qus fall time, this means about 1000 samples/event. Whenghelsi
is integrated, this will reduce the quantisation noise bgadr\/1000= 32. Since our
average signal level for exponential pulseﬁgexp(—x)dx/loz 1/10 of the maximum
amplitude, for a 1 eV FWHM contribution at 6 keV we nee@%2x 10x 6000/32~: 4000
quantisation levels, i.e. a 12-bit ADC board.

In addition to this sampling system, we use a pulse heighyaeain combination
with analog pulse shaping electronics as a quick-lookifgcillhis enables a real-time
look at a pulse height spectrum as it builds up. For measureai¢(V)-characteristics,
a high-resolution (16-bit) ADC board is available.

Pile-up rejection Resolution degradation may arise through one pulse inflogrtbe
next. This is called pile-up. The implication of this effemt the energy resolution is
calculated analytically in the appendix in section B.3.2s8&lution degradation through
pile-up can be prevented by rejecting pulses that are t@s®dtmtheir precursor. In figure
4.3, the rejected fraction (dead time) is shown as a funatiooount rate for a 1 eV
resolution contribution and a fall time of 1Q&. As can be seen from the figure, up to a
few hundred counts per second, the dead time fraction igpétetdole, but for higher count
rates it deteriorates quickly.

Filtering The digital filtering that we have used is described in detadppendix B.
It basically consists of multiplying each pulse with an ag® pulse and integrating it.
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Our implementation was tested using simulated pulses ohtohartificial white noise
was superimposed. In these simulations, the filter perfdraseexpected. In appendix B,
some causes of resolution degradation in filtering are exadhi However, these effects
are only responsible for a few percent in degradation of tieeitetical value. Also, the
fact that our filtering procedure incorrectly assumes aevhdise distribution should not
contribute significantly to the resolution degradation.

With the possible exception of th@QuiD readout, these thermal and electrical re-
guirements can be met using commercially available equipaaed should therefore not
be an obstacle for obtaining high spectral resolutions thigse microcalorimeters.

To test the whole system of cooler, bias voltage generatowiD, amplifiers, opto-
coupler, filters and data-acquisition system, a normastes{in this case, the TES in the
normal state) can be hooked up in the circuit. A low-noiseoegmtial pulse can then be
superimposed on the bias voltage. The pulse is adjustedasdhtlh amplitude and fall
time on the output match the X-ray pulses. If the setup isd@afitly quiet, the resolution
of the spectrum that is measured in this way should only bigdihrby the Johnson noise
in the resistor. When we scaled the spectrum to 5.9 keV, wedawresolution of 1-2 eV
FWHM. For a target resolution of 5 eV, we conclude that thesneament setup will have
no significant contribution to the measured resolution.
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TOWARDS A XEUS PIXEL

In this chapter, we will look at the preformance of differeatsor layouts in terms of en-
ergy resolution at 5.9 keV. A number of designs leading tolwaix Eus-compatible pixel
were investigated. Working from a simple square absorbedeveloped a sensor with a
mushroom-shaped overhanging Cu/Bi absorber for increfdBed factor and absorption
efficiency. The results will be described below.

For most experiments, a square TES with sides of @hOwvas used, consisting of a
bilayer of 50 nm Au on top of 14 nm Ti. It should be noted that pesaonductor just
below itsT¢ has a specific heat of 2.43 times the electronic specific heghttemper-
ature. Using values for the specific heat from [19], we havedHe heat capacity of the
TES at 0.1 KCrgs= 0.14 pJ/K. Keeping in mind the total heat capacity of 0.50 p 3
section 3.3, this leaves for the absorBgss= 0.36 pJ/K. In the various absorber designs
that will be considered, this heat capacity was kept consteensure comparable energy
resolution and time constant.

5.1 Square absorber

To be able to contain an X-ray event, the sensor needs arcaertaimum heat capacity.
This can be attained by using a thick TES which combines thetions of absorber
and thermometer, as is done by groups at NIST and GSFC. Sihgghdilling factor

is desired, care must be taken to create room in the desighdaglectrical wiring. At
NIST, an elevated sensor design with wiring running undatfmes developed. At GSFC,
people are working on creating vias through the wafer in ot@éave the wiring on the
backside. SRON is working towards overhanging absorbenghwleave room for the
wiring to run underneath. Therefore, the thermometer aadbisorber are not combined
but seperate. For a fast response of the sensor, a good tlvemdactance of the absorber
is necessary and it has to be well-coupled to the TES. Thideaachieved by using a
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normal metal absorber and ensuring that the electron sgxtéTES and absorber are in
contact. However, with a normal metal absorber, Thef a thin TES will be suppressed
in the contact area due to the proximity effect. Therefdres impractical to cover the
whole TES with the absorber, since it would be entirely drite normal resistivity. A
solution to this problem is to cover only part of the TES witle tibsorber.

This was done with sensor X038, which consisted of a squa® Wikh a square
absorber on top with sides of about one third of those of th&.THor further details
of this sensor, we refer to the table in appendix A. The caled heat capacity of the
total sensor is 0.59 pJ/K at 100 mK. Through (2.38), thisdded theoretical resolution
based on the small-signal model & 4.2 eV FWHM, whereé depends on the value
of a at a particular setpoint. This value can be experimentadtggnined: by sweeping
the bias voltage, ah(V)-characteristic was measured. Note that for the voltagéhen t
sensor, we havé =~ Rs(Vp /Ry — 1), with Vj, the measured voltage at the bias input. From
the I (V)-curve, a number of parameters can be calculated at eacloiset R =V/I,
P=VI, T =(P/K+TMY", G=nKT"! anda = (T/R)(dR/dT), as shown in figure
5.1. The derivativelR/dT is found by taking the average slope of R@ )-curve (under
bias conditions, as calculated from tH{¥ )-curve) over a very small bias voltage interval.
Alternatively, we can use = (GT/P)(I/V —dl/dV)/(1/V +dl /dV), whereGT /P~ n.
This last approximation is less exact, but does not requiceMedge of the parameters
Tp or K.

It should be noted that the plotted here describes the temperature sensitivity at each
set point in arequilibrium situation. This is the case when the sensor passes through a
range of set points as the result of a change in the bias wltdgwever, when it passes
through a range of set points due teéharmal effect, such as an X-ray event, it will no
longer be in an equilibrium situation. At the same set painteirms of resistance, the
current will be lower compared to the equilibrium situati®incea depends on the TES
current, the values af that the sensor encounters will differ slightly from the spéotted
here.

Based on ther measured here, the theoretical resolution in a practitglaset (lower
part of the transition;~ 1 V) can be as good as 1.7 eV far~ 30. How does this num-
ber compare with real measurements? Figure 5.2 shows agyesgectrum measured
with this sensor biased & = 0.97 nV with an exposure time of 51 minutes. The spec-
trum was obtained from digitized X-ray pulses which wereitdity filtered using the
‘optimum’ filter as described in appendix B, which includeakb line restoration, timing
correction and drift correction. The fitted resolution 0% £V is fairly typical for this
sensor. With shorter exposure times (5 minutes) resolsititmwvn to 3.9 eV were meas-
ured. The observed fall time was 80 us. This is consistent with (2.14), since we find
through (2.16) a loop gain dfy = 20 in this setpoint.

This design meets thgeus requirements for fall time and resolution at 5.9 keV,
though there are still a number of issues to be pursued:

e How reproducible is this result?
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Figure 5.1 Top left: 1(V)-characteristic of sensor X038 with square absorbep.right:

P(V)-curve calculated from th&(V)-curve. The power plateau is at 24 pWBbttom
left: R(T)-curve calculated from thB(V) andl (V) curves.Bottom right: a(V)-curve
calculated fronR(T). The dotted lines indicate the values of the parametersizied
with a bias set point of = 0.97 nV.
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Figure 5.2 Energy spectrum of &Fe test source measured with sensor X038 with a
square absorber. Visible are the Mmrkand Kg lines at 5899 eV and 6490 eV, respect-
ively. The counts to the left of the main peak are attribute@hotons absorbed by the
membrane. The inset shows an enlargement of tihgoak. The drawn line is a weighted
fit to the data made by convolving the line profile from [25]lwi Gaussian instrument
response. The width of the best-fit Gaussian was 4.5 eV FWHRavieduceg? of 1.2.
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Figure 5.3 Measured°Fe Ka spectra with fitted model spectrum for sensors X049 (left)
and X051-3 (right).

e Can the absorber size and efficiency be improved?
e What is the performance at lower X-ray energies?
e Can the energy resolution be improved?

These questions will be addressed in what follows.

Reproducibility To check the reproduciblity, a copy of X038 was made on a aloimfa
new wafer, called X048 (see appendix A for details). The nafewhad slightly different
layer thicknesses from X038'’s, but they provided the saray®i T, of 100 mK. The Cu
absorber had a thickness of 4uin. This resulted in a slight decrease of heat capacity
compared to X038C = 0.54 pJ/K. However, the theoretically expected performance
does not change significantly. During tests, this sensoahaghergy resolution of 4.7 eV
at 5.9 keV, comparable with the earlier X038. The fall timate# pulses was- 100 uS.
This indicates that the performance is not dependent on @fepeafer. It also shows
that the lithographic process is under control. This sendlbserve as a reference sensor
for the variations in absorber as described below.

Absorption efficiency In order to improve the absorption efficiency, a new sensor la
belled X049 was made, identical to X048 but with 3. Bi on top of the Cu absorber.
This increased the efficiency at 6 keV from 39% to 88% withagniicantly increasing
the heat capacity. Further details on this sensor are inrajppé. Pulse fall times for
this sensor were again about 188} The energy resolution was 4.5 eV, as shown in figure
5.3 (left). There appeared to be a low-energy tail presetit thie peaks in the spectrum.
When the tail was ignored and the fit was made to the part tlitrgnated by the peaks,
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Figure 5.4 SEM images of sensor X051-3 with overhanging absorbersaspatowards
axeus pixel with a high filling factor.Left: Overview of the sensor showing the absorber
on top of the TES with the wiring on the sidRight: Detail of the overhanging absorber
showing the Cu bottom layer and the Bi top layer. There isiihBspace between the
TES and the overhanging part of the absorber.

the reduced?® was 1.1. The low-energy tail might be the result of differebetween
pulses in thermalisation in the absorber. While this issugoit completely resolved, we
decided to move on towards a layout more compatible withxthes demands.

5.2 Mushroom absorber

This section is concerned with increasing the absorberssizas to optimise the filling
factor, while keeping the TES the same. This can be done lafiogea design in which
the absorber overhangs the TES and wiring. As a starting,pmisensor (X051-3) was
made with an absorber base identical to the sensors distpsséously, but with a ‘hat’
that overhangs the TES. Details are in appendix A. An imagbéebverhang is shown
in figure 5.4. The absorber consisted a Cu layer covered withrBthis sensor, the Bi
provides the stopping power while the Cu provides the hepadty and thermal con-
ductance. The area of the TES covered by the absorber isasentdrom 10% to 27%.
For the finalxeus design, a smaller TES and a larger overhang will be usedyitgvne
whole TES and the wiring. The absorption efficiency is calted to be 93% at 6 keV.
The effective time constant was found to be around 240The resolution was typ-
ically 5-6 eV, but in one short-exposure case, 4.5 eV was unedsas shown in figure
5.3 (right). This was a 22 s acquisition with only450 counts in the K peak. The
reducedy? of the fit was 0.7. It is not clear why the fall time and typicasolution did
not reproduce compared to earlier sensors. There may be parhems in the Bi/Cu
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Figure 5.5 Left: 4-wire measurements of resistance as a function of teriyeréor a
device with a type | superconducting ground plane with ssEverv, constant measure-
ment currentsRight: Critical current as a function of temperature (dots wittoebars)
derived from the figure on the left, with a theoretical curselid line) based on a critical
current at zero temperature of 2 mA.

interface relating to the deposition conditions and thenfation of an oxide layer on the
Cu. Groups at NIST and GSFC working on similar devices alponted problems with
Bi absorbers at higherst 1 keV) X-ray energies [26]. This problem might be further
investigated by using an X-ray test source at a lower energy.

5.3 Magnetic effects

Due to its superconducting nature, the TES is very senditivmagnetic fields. This
means that shielding the TES from magnetic fields is impartaut a field can also be
turned to an advantage. Sinads dependent on the set point, it may be that at some set
points, the constraint of (3.15) is not satisfied. This rssulinstabilities in the circuit that
cause oscillations on the output, which were sometimesrebdeSince the intrinsia of

a bilayer is hard to adjust and must often be considered as gin external magnetic field
may be used to tune the transition steepness. Using a fieldof G, a is sufficiently
suppressed to remove these instabilities.

Because the current through the TES also generates a nafiaktj a is always
somewhat suppressed. In order to get a highand thus be able to use a higher heat
capacity for the same energy resolution, the induced magfiedtt might be suppressed
by a superconducting ground plane. This is a layer of supehecting material close to
the TES, but electrically insulated. If a type | supercortduis used for the ground plane,
all magnetic field will be expelled. To see how the transii®affected by such a ground
plane, a device was made with auin Al layer on the backside of the silicon nitride
membrane (X052-1, see appendix R|T) measurements were performed with different
measurement currents, as shown in figure 5.5 on the leftelndke of a TES without the
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Al ground plane, close t& there will already be a partial flux penetration, even when th
current is smaller than the critical current, causing th&T&become resistive. With the
Al ground plane, the TES will remain superconducting uii tritical currentis reached.
In this case, the measurement current is equal to the d¢riticeent associated with the
temperature at which the TES becomes resistive. Theseatriturrents are plotted in
figure 5.5 on the right. To this data, the theoretical retatio

1c(T) = 1¢(0) (1— (%)Z> 1- (%)4 (5.1)

was fitted [27]. This resulted in a value of the critical cuntrat zero temperature of
I(0) = 2 mA. With a TES cross-section area of 202, the critical current density is
0.1 GA/n?. This is useful information for determining the current essary to bring a
TES into the normal state, which is necessary to start theatipa under voltage bias.
Since the magnetic field is screened, the transition under ¢cdnditions will be steeper
than in a sensor without ground plane. With a higbethe same energy resolution can
be obtained with a higher heat capacity, which is of intefessaipplications that require
a larger detector size. However, the sensor X052-1 desthiee had the same heat
capacity as the sensors without a ground plane. Due to theiig its effective thermal
time constant will be shorter and it will be difficult to biastiout oscillations caused by
electro-thermal instabilities.

5.4 Conclusions

In conclusion, we can say that with the type of detector dised here, an energy resol-
ution below 5 eV at 5.9 keV is well possible. The effectivd fahe allows for a count
rate of the order of 100 counts per second, with little resmudegradation and pulse
rejection. The required absorption efficiency has beeimattizand a start has been made
towards a geometry that fulfills the filling factor requiremhe

The measured resolution was not as good as predicted byythEloe cause for this
discrepancy is the subject of the next chapter.



CHAPTER G

ENERGY RESOLUTION
GEOMETRY AND NOISE
ASSESSMENT

In the previous chapter it was shown that the TES microcaletér has an energy resol-
ution that is adequate for the intended application, butittdoes not perform as well as
theoretically predicted. In chapter 2, we have calculatétearetical resolution based on
expressions for phonon and Johnson noise and a small-segpinsivity model. This
was compared to a resolution obtained from a measured spedira’°Fe radioactive
source and a major discrepancy was found:

Resolution based on small-signal theory: 1.7 eV
Measured resolution at 5.9 keV: 45eV

This chapter investigates a number of possible causesifoditcrepancy. We will per-
form a quick check for aborption position dependence andl digcuss a source of excess
noise and its dependence on the geometry by means of a nairg@nulation. Finally,
we will look at the validity of the responsivity model.

6.1 Position dependence

An effect that could degrade the energy resolution is tht@tiependence of the detected
energy on the position of the photon absorption in the alesorkn a sensor such as
X038 (see appendix A), the TES might react faster to energgsited at the edge of the
absorber, close to the TES, than to energy deposited in titeccaf the absorber, which
needs time to spread out to reach the TES. This would resaltlifierence in rise time of

57
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the pulse. Since the same filter, with a single rise time, ésldisr both cases, a difference
in deduced energy might arise. However, the read-out catetett changes faster than
the electrical time constart/R. So, if the heat diffusion occurs faster than this time
constant, there is no way to register any difference betwbsprption locations. We can
compard_/Rto the diffusion time constalls/ Gapsby substituting some typical values:

Caps = 0.40pJK B
Gaps = 0.12pW/K =  Caps/Gaps= 3.3 us

L = 050.H -
R = o.oon} — L/R=25us

The thermal conductance is obtained from the electricétaasce of the Cu absorber us-
ing the Wiedemann-Franz law. The fact that the diffusioretimfaster than the electrical
time constant suggests that any position-dependentgfféitinot be detectable and thus
not contribute to the energy resolution.

For the overhanging Cu/Bi absorber of sensor X051-3, thatdn is much the same.
Although the Bi has a low thermal conductance, the Cu laysuess sufficiently fast
thermalisation to avoid position-dependence. For thifigamation, no problems are to
be expected, but care should be taken that this remains Haeatso when the absorber
size is increased further and the Cu layer is made even thinne

6.2 EXcess noise

An important cause of the discrepancy between theoretithhaeasured energy resolu-
tion is the presence of excess noise, that is noise in thetdetather than described in
section 2.4. To see whether this is present, the noise canebsured as a function of
frequency at a specific set point with a spectrum analyséngthe parameters obtained
from thel (V)-curve, the theoretical noise as described in section 2ieaalculated and
compared to the measured noise. Figure 6.1 (left) showsieatymeasured noise spec-
trum with the calculted noise components of section 2.4ciaigid. It is clear that there
is a large discrepancy at frequencies above 1 kHz. From tlesuned noise, the NEP
can be calculated by dividing it by the responsivity (2.3@)jch is calculated from the
parameters obtained from the/)-curve. From the NEP, the expected resolution based
on the measured noise can be calculated through (2.37) angazed to the theoretical
resolution. For the sensor X038 discussed previously,&kelution based on the noise
comes to 3.0 eV. To summarise, we have:

Resolution based on small signal theory: 1.7eV
Resolution calculated from measured noise and small-kigaponsivity: 3.0 eV
Measured resolution at 5.9 keV: 45eV
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Figure 6.1 Left: Measured noise spectrum of sensor X049 at set poiat 1.2 VvV
(grey), together with theoretical noise spectra of phonoisen (dotted), Johnson noise
(dashed) and total noise (solid). Unlike the other curvies,durve for the total noise
includes the cut-off at- 20 kHz caused by the electrical time constant in the system, s
that it may be compared with the measured curve. THecbmponent in the measured
curve is assumed to originate from tBeuiD, but the noise bump at frequencies above
1 kHz is from the sensor. Clearly the noise cannot be destijibg by phonon and
Johnson noiseRight: The same noise spectrum, but with internal thermal fluzinat
noise (dash-dotted) included in the theoretical curveds gives a good description of
the noise above 100 Hz.
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From the first two numbers and figure 6.1 (left), it is cleart ixecess noise is present,
having a significant contribution to the energy resolutiBat comparison with the third
number shows that this is not the complete explanation ferdiscrepancy. In what
follows, the excess noise will be examined further. Later,will look at the remaining
discrepancy.

Flux flow noise One possible source of excess noise is flux flow noise [28F iBhioise
caused by voltage pulses that are the result of the moverhemgnetic flux vortices in
the superconductor under the influence of the Lorentz fofdee presence of this type
of noise may cause degradation of the resolution. To seehehétis effect is present
in our devices, a sensor was made with a Nb ground plane orattieside of the SN4
membrane (X055-6, see appendix A). Nb is a type Il supercctoduwvhich will allow
flux to penetrate but make it harder for the vortices to motffectvely pinning them.
This should decrease the effect of flux flow noise, if pres@itthis sensor, the noise
was measured and compared to that of earlier sensors. Nicaghreduction in current
noise was found, so we conclude that the effect of flux floweois the current noise in
our devices must be less than 20 p/Mdz.

Superconductivity fluctuation noise Flux flow noise is associated with the creation
and destruction of flux vortices at the edges of the TES. A wavbid such edge effects
is to use an edgeless geometry. This has been tried by Lunletra. in a so-called
Corbino geometry [29]. This is a round TES with a circularesutontact. The current
flows from the outside through a superconducting disc to &reerontact and radially
back through the TES. There are no edges parallel to thetidineof the current, ex-
cluding any edge effects. Unfortunately, this geometrynsttba lot of excess noise, and
the energy resolution was degraded compared to earliec@eviThe excess noise was
explained as fluctuations in the location of the boundarybeh the superconducting
and normal regions. This boundary is very sharp in this gegnieecause of the radial
current distribution. The current density is the highesthia centre, and this area will
be normal when the sensor is biased in the transition. Thealarea is surrounded by
a superconducting area. Fluctuations in the location obthendary result in resistance
fluctuations which are observed as current noise. In thereqgemsor geometry as used
by SRON, the distribution of superconducting and normalmesgjis less well-defined and
the superconductivity fluctuation noise is not dominant.

Internal thermal fluctuation noise In any closed thermodynamical system at non-zero
temperature, there is a random movement of energy, but takamount of energy is
conserved. The magnitude of the fluctuations depends orethperature and the heat
capacity of the system. When two such systems of equal textyerare placed into
contact with each other, energy transfer occurs acrossatwedary. In this situation, the
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Figure 6.2 Thermal schematic for the model of energy fluctuations dkerheat link
Gres between the TES and the absorber in a lateral sensor. Theolittle bathG is
shown to connect to the absorber because it dominates tttecglgphonon coupling due
to its larger volume.

amount of energy in a single subsystem is not constant. Hyisigal principle underlies
the model that follows.

Hoevers et al. have shown that excess noise in a lateral D&EStser combination
can be described by a model based on thermal fluctuationeifES itself [30]. In
this model, the TES and the absorber are placed side by sdghaavn in figure 6.2.
There is a heat link between the two, dominated by the finiéential conductance of the
TES itself. Random energy fluctuations over this heat linkseathe TES temperature to
fluctuate. This temperature noise has a white spectrum ugeotain cut-off frequency,
determined by the heat capacity and thermal conductanbe dES. The total integrated
temperature fluctuations are normalised\téeT2/Cres. The temperature fluctuations
result in fluctuations of the TES resistance, which are olegkas current noise.

This model of internal thermal fluctuation noise (ITFN) oduces a current noise
component that can be written as

1+4mPr2f2?
i =0T 6.1
PN = TEST R+R51+BL0 1+ 4mP12, f2 6.1
+(f/fres)?
with dTres the density of the temperature fluctuations in the TES, giyen
4kgT?2
O0Tres = G (6.2)
TES
and frgs the cut-off frequency of the fluctuations, given by
Gres (6.3)

fres= .
TES = rCres
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Here,Gres is the thermal conductance inside the TES @rgs the heat capacity of the
TES.Grgs can be estimated using the Wiedemann-Franz law:

LT
Gres— - 6.4
TES= R (6.4)

with L, the Lorenz number.25x 108 WQ/K?2 andR, the normal resistance of the TES.
Although the geometry is different in the case of the cerataorber, it is likely that
a similar noise component is present. After all, we are gghling with two systems in
contact with each other. However, the value we should as$oin@esis probably higher
than in the case of a TES without absorber on top, since theatebsorber partially
short-circuits the TES thermally. In figure 6.1 (right),shicise component is included
in the theoretical noise curves, using a best-fit valuefhics of 2.3 nKA/Hz. The total
theoretical noise shows a good match with the measured.noise

The most distinctive property of this noise component islépendence oal /T, a
factor which, in turn, depends on the bias set point. In otdesee whether it is indeed
this type of noise that is present in this type of sensor, weplat the measured and
calculated noise as a function of set point. Using an RMSmetiér, the noise integrated
over the whole bandwidth was measured as a function of sat.peilters were used to
limit the measurement band to well-known values, typica¥ Hz—20 kHz. The result
is shown in figure 6.3. The curve which incorporates the ITielponent describes the
noise well at bias levels above 1u¥, but deviates at lower bias voltage set points. This is
probably due to problems with determiniogat these set points. As the expressiondor
contains the resistance in the denominator, it is highhgisige to the resistance value at
set points low in the transition. The resistance is deteechfrom a measurddV )-curve.

A small offset in this measurement can cause up to a facter dfuncertainty ina. The
strong correlation of the excess noise withmeans that it must be of a thermal origin.
This strengthens the case for the ITFN model.

For the curve in figure 6.3, a value of 3.0 nkAz is used fodTresin (6.1). Through
(6.2), this results in a calculate@ires of 68 nW/K. This is very high compared to the
value from the Wiedemann-Franz law, 6.0 nW/K, differing bfaetor of ~ 11. In [30],
this factor was found to be 4. Evidently, the presence of the central absorber reduces
the sensor’s sensitivity to this type of noise. The role &f divsorber with respect to the
ITEN level is explored in depth in the next sections.

6.3 Zebra absorber

In the previous section it has been established that thesexuaise in devices with a
central absorber can be described with a model of thermaUlfitions inside the TES,
albeit with a lower value o®Tres than in the case of a configuration with TES and
absorber side by side. We therefore assumed that the mdgmfuTFN component was
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Figure 6.3 Current noise averaged from 100 Hz to 20 kHz as a functionasf toltage

for sensor X038. Plotted are the measured noise (solidyatoalated noise consisting of
phonon and Johnson noise (dotted) and the calculated moiseling an ITFN component
with dTres = 3.0 nK/v/Hz (dashed). The shaded area indicates the estimated sfanda
deviation of the dashed curve, which becomes large at lopaats due to difficulties in
determininga there.
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dependent on the absorber geometry. This section desthibesxperiments that were
performed to test this assumption.

Thermal fluctuations are always present in any system witbrazgro temperature.
They can be thought of as random movements of (thermal) grieym one location to
another, causing a temperature fall in the first locationatemperature rise in the other.
In a TES, these temperature fluctuations are translatedaststance fluctuations, which
in turn may be visible as fluctuations in the current throughwoltage-biased TES. How-
ever, in a sensor without an absorber, an increase in nesesia one location will be
compensated by a decrease in resistance in another,effgaancelling out any current
fluctuations. In other words, if energy is conserved witthia TES, the temperature av-
eraged over the TES is constant and so is the total resistdmeemagnitude of current
noise caused by thermal fluctuations in such a TES will beigietg. This does not hold
for a sensor that includes an absorber, since it is no long@olgeneous. The absorber
geometry makes the internal thermal fluctuation noise (I)lEslble in three ways:

Heat capacity distribution Energy fluctuations between areas with different heat capa-
city cause different temperature variations in those ar@asthe heat capacity of
the absorber is large compared to that of the TES, a tempenida in the absorber
will be smaller than the corresponding temperature falhinTES.

Temperature sensitivity distribution Temperature fluctuations in areas with different
temperature sensitivitya) cause different resistance fluctuations in those areas.
The absorber resistance is not sensitive to temperature @), so an increase in
resistance in the TES will not be compensated by a correspguécrease in res-
istance in the absorber.

Current density distribution Resistance fluctuations in areas with different currensden
ity cause different fluctuations in the TES current. The pneg of a low-resistance
absorber may cause a non-uniform current density distobufhe decrease in the
total current caused by a resistance increase in an arefowitturrent density will
be smaller than the increase in total current caused by staese decrease in an
area with high current density.

To test this, devices with so-called zebra-stripe abssnvere fabricated: X043 with a
single stripe and X047 with four stripes. These stripesectangular absorbers extending
over the whole width of the TES, perpendicular to the digactf the current. Details are
given in the table in appendix A. Again, the heat capacitiesenkept the same as the
reference device. The idea behind the stripes is that, amikhe case of the central
absorber, the current density in these devices is completélorm. This eliminates the
effect that a non-uniform current density distribution baghe ITFN. The effects of the
heat capacity distribution and temperature sensitivigiritiution are still in place. The
different number of stripes provide a different number afear of those parameters. Of
these sensors, noise spectra were measured at variousonds. pTwo examples are
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Figure 6.4 Current noise spectra of sensors X043 (one stripe, lefttgrand X047 (four
stripes, right graph). The grey curve is the measured nofske whe black curves are
theoretical noise spectra based on parameters obtainedtfrel (V' )-curves: phonon
noise (dotted), Johnson noise (dashed), ITFN (dash-daitaditotal noise (solid). The
ITFN curves are fitted by adjusting the parameX®fes to the values of 4.0 nK/Hz (one
stripe) and 1.3 nk/Hz (four stripes). The curve for the total noise includesdheoff
caused by the electrical time constanta20 kHz.

shown in figure 6.4. The spectra have &f &component that is also present in spectra
taken with the sensor in the normal state. This componergsisraed to originate from
thesqQuib and not from the sensor. The spectrum of the single-stripgoses dominated
by the ITFN component, just like the sensors with a centrabater discussed earlier.
However, the spectrum of the four-stripe sensor can almestscribed by phonon and
Johnson noise alone. Only a small ITFN component is nesges3iearly the geometry
plays a role in the magnitude of the ITFN paramet€&fes. To investigate this geometry
dependence in more detail, a numerical noise simulationesd devices was performed.

6.4 Numerical noise simulation

In this section, we will discuss the details and results efrtbmerical simulation used to
gain insight into the geometry-dependence of the noiset,Fire method and verification
of the simulation is described. Then, a one-dimensionayasf elements is simulated. In
this way, only sensors that have a uniform cross-sectiomeaimulated. The simulation
is later extended to a two-dimensional grid, which does estrict the simulated sensors
to uniform cross-sections.
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6.4.1 Method

Noise is a small-signal effect, and can be calculated u$iagmall-signal equations in
section 2.4, which are expected to yield the correct resultsese equations however,
assume the sensor to be a single element. To investigataftherice of a sensor geo-
metry consisting of different elements on the spectraleéism the microcalorimeter, a
numerical simulation was used. The simulation consisteadsyfstem of equations which
were solved simultaneously using the Saber simulator frgnogsys Inc.

The process of the simulation involves a description of §stesn in terms that the
simulator can understand. The sensor is divided into a nuofldiscrete elements with
their own temperature, electrical resistance, noise ssuetc. These elements are then
allowed to exchange energy according to heat flow equat®tasting from some initial
conditions, the equilibrium state can be calculated. I sit@te, the effect of the noise
sources on the output signal can be calculated and the mséra can be plotted. The
Saber program includes facilities for probing the systendlifferent locations and for
generating all kinds of graphs. Technical details on theukition are given in appendix
C.

6.4.2 \erification

With the components described in the appendix, a simpleesielgment biased TES
model can be built, as shown in figure 6.5. As the current nieisels for phonon and
Johnson noise are known analytically in this simple case ¢setion 2.4), we can use
this model as a verification of the simulation. To do so, tmeuation was run using
realistic parameters (table 6.1) and a spectrum of the mun@se through the inductor
was plotted, shown in figure 6.6. The theoretical noise kaet also given in table 6.1.
The theory and the simulation are in good agreement. Beaaudeasic building block
adheres to the analytically expected results, we are cartfidat more complicated sim-
ulations will also yield meaningful results. We will now uthés simulation to investigate
the dependence of the noise on the geometry.

6.4.3 One-dimensional array

Using the building block consisting of a TES thermometer arfteat capacity, we can
construct a more complicated sensor geometry. To start, wighwill look at a one-
dimensional array of sensor elements coupled by thermalwaziors to each othe)
and to the bathGy,). This is illustrated in figure 6.7. Since the array is oneelsional,
only sensors with a cross-section that is identical oventhele width can be simulated.
Five one-dimensional designs were simulated. Along wighdescriptions below, a little
cartoon of the cross-section is given. In these picturelicker part represents an area
of higher heat capacity and thermal conductivity. The sHaaleas are insensitive to
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Figure 6.5 Simple biased TES model: the temperature-dependent, rpaiggpating
TES resistor is thermally coupled to a heat capacity linked bath. Noise sources are
presentin series with the TES resistor and across the thénkarhe components within
the dashed rectangle form a basic building block for a moneptex model.

Table 6.1 Parameters used in the verification of the TES simulatiagngua single ele-
ment, and the analytical noise levels.

Parameter Symbol Value
Bias voltage Vo 20 mv
Wiring resistance Ry 130Q
Shunt resistance Ry 7 mQ
Inductance L 0.5uH
Steepness of transition a 10
Normal resistance Ry 0.1Q
Critical temperature Te 0.1K
Bath temperature Ty 0.02K
Heat capacity C 0.5 pJ/K
Thermal conductance G 0.33 nW/K

Johnson noise (suppressed) ijo(f =0) 1.6 pAAVHz
Johnson noise (unsuppressed)(f — ) 9.9 pAA/Hz
Phonon noise iph(f =0) 9.3 pAAVHz
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Figure 6.6. Example of the output of the Saber program: simulated ngieetra of
phonon and Johnson noise in the case of a single elementeVéis hnd corner frequen-
cies agree with the theoretical values.

Figure 6.7: Part of an one-dimensional array of simulation elemente Jquare boxes
contain the components inside the dashed rectangle in figbré&ach has electrical con-
nections to its neighbours (horizontal lines). It is alsamected by thermal conductances
to its neighbours@;,;) and to the bath@y). A single element of this array is indicated by
a dashed rectangle.
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Table 6.2 Total values of the simulation parameters. The valuesiparlation element
are obtained by dividing (or in the case of the internal canalnices: multiplying) the
values in the table by the number of elements.

TES normal state resistance 0Q0

TES internal thermal conductance 12 nW/K
TES heat capacity 0.14 pJ/K
Absorber resistance 20@n
Absorber internal thermal conductance O M/K
Absorber heat capacity 0.40 pJ/K
Total thermal conductance to bath 0.33 nW/K

temperature changes, while the unshaded areas represpettture-sensitive TES parts.
The following designs were simulated:

1. A homogeneous design with all the heat capacity distithevenly throughout the

sensor((C__ ).

2. A design with the heat capacity concentrated mostly inrntfedle third of the

sensor l(il)- In this part, the thermal conductivity is also increagbe,
electrical resistance is low and the sensor is not sengititemperature change
(a = 0). This design simulates the single-stripe zebra absdrber the previous
section.

3. A similar design but with the absorber part in 4 seperattices wl),
simulating the four-stripe zebra absorber.

4. A design with higher heat capacity and thermal condugtiii the centre but
with a TES extending over the whole sensor (not suppressetthdybsorber)

(&). This is a test to see how the noise is influenced by the biistri
tion of heat capacity, independent of the TES.

5. A design with a homogeneous heat capacity distributiamiith the TES insensit-
ive to temperature in the centrle (T ). This is a test to see how the noise
is influenced by the TES, independent of the distributionezttcapacity.

Each simulated design consisted of 27 elements. This numdeichosen to allow for
a large number of different designs to be simulated with #raesnumber of elements.
The elements could be absorber£ 0) or TES @ > 0) elements. The heat capacity,
thermal conductance and electrical resistance, as givieabia 6.2, were divided as fol-
lows over the elements. The TES parameters were dividedédoyotl number of ele-
ments, while the absorber parameters were divided by thédauof absorber elements.
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Figure 6.8 Current noise spectra obtained from the numerical siruladf a one-
dimensional homogeneous array (design 1) with- 40. Dashed curve: Johnson noise;
dotted curve: noise from the link to the bath; solid curveéataoise.

For an absorber element, the TES and absorber parametersad@ed. For example,
with 27 elements of which 9 are absorber elements, the heafcitg of a single TES
element is QL4/27 = 0.0052 pJ/K. The heat capacity of a single absorber element is
0.40/9+ 0.14/27= 0.050 pJ/K. The total heat capacity was kept constant to allmw-c
parisons between the designs. The thermal conductance tmth is distributed evenly
over the sensor. This is not strictly correct since a compbogthe thermal conductance
is the electron-phonon coupling, which scales with the n@wf a sensor element. But
sinceGin; > Gy, the difference in thermal conductance to the bath is infiggmt and an
even distribution is a good approximation.

We are particularly interested in the behaviour of the npiseluced by the internal
thermal conductance&y,; in figure 6.7), as these are responsible for the ITFN. In the
homogeneous case (1), this noise component is absent,ilble fiem figure 6.8. In
design 2 (figure 6.9, left), this component is clearly présefpparently it originates
from the inhomogeneous distribution of heat capacity antperature sensitivity in this
design. In the case of the four-striped absorber (3), théNI€Emponent is much less
prominently present (figure 6.9, right). This can be seenenctearly if we increaser,
since this noise component scales with/T. In figure 6.10 the noise from designs 2
and 3 is plotted witho = 120. In the single-stripe case (design 2), the ITFN intreduc
a significant bump at frequencies above 10 kHz, while thisushmess pronounced in
the four-stripe case (design 3). This clearly demonstthtegeometry dependence of the
ITEN component.

Designs 4 and 5 were intended to separate the effects of #ieapacity distribution
and the temperature sensitivity distribution. In figurel6.the noise spectra for those
cases are shown. Clearly, the inhomogenity in the heat ds@al thermal conductivity
are more important than that in the temperature sensititdtwever, when we compare
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Figure 6.9 Current noise spectra obtained from the numerical sinaadf a one-
dimensional array witle = 40. The curves are coded in the same manner as in figure
6.8, with the addition of the dash-dotted curve: noise fratarinal thermal link.Left:
Design 2, single-stripe zebra absortRRight: Design 3, four-stripe zebra absorber.
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Figure 6.10 Current noise spectra obtained from the numerical sinaadf one-
dimensional array witlw = 120. The curves are coded in the same manner as in figure
6.9. Left: Design 2, single-stripe zebra absorb&ight: Design 3, four-stripe zebra
absorber.
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Figure 6.11 Current noise spectra obtained from the numerical sinarabf the 1-
dimensional array witlwr = 40. The curves are coded in the same manner as in figure 6.9.
Left: Design 4, central absorber with the TES covering the whelessr.Right: Design

5, homogeneous heat capacity with the TES suppressed iretiteec The ‘bumps’ in

the Johnson and ITFN spectra in the left plot look sharpeabse thd /R cut-off is at a
lower frequency than in the right plot, due to a lower valu¢heftotal resistance.

figures 6.8 and 6.11 (right), we see that the inhomogenithéntémperature sensitivity
also accounts for some contribution to the total noise.

By plotting the contribution of the single noise source aitveet it was revealed that
the contributions to the ITFN were the largest from the eletmelose to the boundaries
between absorber and TES, and small from the parts far awaytfrose boundaries. For
both designs 4 and 5, this is shown in figure 6.12. This can ldenstood as follows:
As discussed earlier, the ITFN arises from energy fluctnati@cross a boundary. The
closer a noise source is to such a boundary, the more enetgnisported across. A
larger energy difference between either side of the boyntt@iates a larger deviation in
electrical current, which means a higher noise level.

The asymmetry in figure 6.12 (left) is caused by the asymnietitye chosen simula-
tion element, as shown in figure 6.7. The internal thermadootances;,; is always to
the right of the heat capacity with which it forms an element, so the region of higher
heat capacity does not completely overlap with the regidrigtier thermal conductance.

In a microcalorimeter with a discrete absorber and TES bigside, the ITFN spec-
trum can be described by (6.1). This equation also turnscodéscribe fairly accurately
the total ITFN spectrum from the simulated multi-elemenisse, with the parameter
O Tres substituted with a parametéil,, which is specific to a particular design. To check
if OT, only depends on the sensor geometry, the maximum in the I'pelstsiIm was de-
termined from the simulation for a number of set points @it values of) and values
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Figure 6.12 Maximum level in the noise spectra of the ITFN contributpmr simulation
element as a function of element numbémeft: Design 4, with higher heat capacity
and thermal conductivity in the centre regioRight: Design 5, with the thermometer
suppressed in the centre.

of a. This maximum should be given by

HITFN,max = 5Tna?|¥- (6.5)
To simplify things, the inductandein the circuit was chosen very small so that thdR
cut-off does not play a role. As an example, in figure 6.13 tlagimum ITFN from the
simulation is plotted as a function of bias current with adixeand as a function od
with a fixed bias voltage in the case of the single-stripe @efdesign 2). As can be
seen from the figure, for all these situations the maximunNEgrees with (6.5) using
a single value obT,. This value was determined using a fit by eye. Also from design
with 2, 3, 4 and 13 stripes, plots were made of the maximum I'BBN function ofox
and values fob T, for these geometries were determined. These are shown e g4
(left). These values are a function of the numbesf stripes in a sensor. This can be
explained as follows:

The ITFN arises from thermal fluctuations across the boyntatween absorber
stripes and TES parts. In the frequency domain, the magnitfithese fluctuations will
be frequency-independent up to a certain cut-off frequendyis frequency is mainly
determined by the internal thermal conductance of the sehsoause this thermal con-
ductance is much larger than the thermal conductance freraghsor to the bath. When
the stripes get narrower, the time constant of the fluctnatgets shorter and the cut-off
frequency will go up. Since the total integrated amount eftimal fluctuations inside the
TES is fixed by the heat capacity, a higher cut-off frequenityresult in a lower ITFN
level.

Consider a one-dimensional TES with a heat capdCityg and an internal thermal
conductanc&res. On top of the TES are absorber stripes, suppressing the temperature
sensitivity of the TES in those places, as shown in figure tight). The absorber



74 Chapter 6. Energy resolution: geometry and noise assessmen

15E-11 D EAL

__Ll4E11 g

;E 1.3E-11 . Y 2.0E-11 a

< L2E11 § S 15811 f

e £ 10E11 F

£ 1.0E-11 z :

E : z :

T 90E12 | £ 5.0E-12 |

BOE-12 B ey 0OE+00 B
1.0E-05 1.5E-05 2.0E-05 2.5E-05 3.0E-05 0 50 100 150
current (A) a
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Figure 6.14 Left: Values of the paramet&T, as a function of the number of absorber
stripes in the sensor design (squares). The solid line it etical relation as discussed
in the text. Of course, there is no such thing as fractiomgdest but a continuous curve is
used to make the trend more cleRight: Sketch of the cross-section of a 4-stripe sensor.
The enlargement shows a TES piece on the right side of antadrsstripe. The hatched
area indicates where the temperature sensitivity of thei$E8ppressed.
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stripes form local heat baths, with a TES piece the width dff daatripe on either side.
This TES piece has a heat capacity= Cres/(4n+ 2) and a thermal conductan€g =
(4n+ 2)Gres, as indicated in figure 6.14 (right). Therefore, the cutfifjuency of the
thermal fluctuations in one piece is

Gy

R (6.6)

= (4n+2)

> Gres

. 6.7
2nCres 6.7)

Since all pieces are identical, the spectral shape of thedesure fluctuations in the
whole TES is the same as that in one piece. It has the form

(AT2(f)) = 3T?2 1

— . 6.8
"1+ f2/f2 (6.8)

Because the absorber heat capacity is large compared tcEBén@at capacity, we can
treat the absorber parts in the sensor as a local heat batgrated over all frequencies,
(AT?(f)) should be normalised to the total amount of thermal fluctuatiin all TES
piecesnot covered by an absorber. This is equa{2a+ 1)kgT?/(n+ 1)Cres. In[31], a
similar normalisation procedure was used for temperatuptfations. We can write:

2n+1kgT? © 5, 1
B = — = df 6.9
n+1 Cres / " 14 2/f2 (6.9)
- 6Tn2gf1 (6.10)
G
= (2n+1)%6T22TES (6.11)
Cres

This yields a value for the density of the visible temperafilurctuations of

_ 1 ks T2
OTn = \/(n+ 1H(2n+1) Gres’ (6.12)

This theoretical relation is also plotted in figure 6.14tjlafising the value foGrgs that
was put into the simulation. It is clear that there is a goagament between theory and
simulation.

Summarising, we can say that the theory and the simulatratisate that having nar-
row TES segments decreases the contribution from the ITRMisignal band. However,
it is questionable that these striped TESes would makeipahsensors. Because the ab-
sorption coefficient of the TES and the absorber differ byadiaof more than 3, the
stripes introduce a position-dependent absorption effigielf the stripes were covered
by a connecting absorber, this drawback could be overconesveker, using a normal
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metal for this would short out the sensor, making it lessisigasAdding an electrical in-

sulator between the stripes and the absorber would reméegjyottt also limit the thermal
connection between absorber and TES. A possible solutiatdise a low-heat capacity
mushroom absorber attached to a one of the stripes, butakisdt yet been tried.

6.4.4 Two-dimensional array

In order to study the noise behaviour in more complex, thaeglhistic, geometries, the
simulation was done with a two-dimensional grid of elemeBt&ch element consisted of
a temperature-sensitive resistor and a thermal conductwoth the lateral and longitud-
inal direction, a heat capacity and a thermal conductored#th.

Models were built for the following geometries (with a camoof the top view of the
sensor; the current flows from left to right):

1. Ahomogeneous TES (1), as a base line.

]

2. A TES with a central absorber (___|), such as used in a practical sensor.

3. TESes with 1, 2 or 4 zebra stripe absorber ), as a compar-
ison with the simulations using a one-dimensional array.

oo
4. A TES with four absorber segments arranged ine2¥ashion (2 2 ).

5. A TES with 4 stripes that do not extend all the way to the edgeas to leave a

superconducting path through the TES and not introducesegsistance HH HH ).

Again, for each design a value f&T, was fitted to the maximum of the ITFN com-
ponent. These are indicated in figure 6.15. As expected,TtRHN in the homogeneous
TES (design 1) was found to be negligible and is not plottethengraph. In the one-
dimensional case, the current density is the same in alleién In the present two-
dimensional case, this need not be so. In addition to the twohanisms for making
ITEN visible that were discussed above, this non-unifornrent density introduces a
third mechanism. The temperature fluctuations cause aesistfluctuations in different
locations in the TES. The effect that these resistance fitictos have on the TES cur-
rent is weighted with the current density in the differemdtions. After all, we wouldn't
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Figure 6.15 Values of the paramet&¥T,, for some 2-dimensional designs. The zebra
designs with 1, 2 and 4 stripes are plotted with squares,evthi values for the other
designs are indicated by horizontal dashed lines for coisgrar The curve is the theor-
etical relation (6.12) for the striped designs.

notice a change in resistance in an element that has no ttioeing through it. Be-
cause of this, the change in resistance caused by heat e)cbatween two elements
that have the same temperature sensitivity and heat cgpaigiht not be cancelled out if
the elements have a different current density. In figure th&&imulated current density
in design 3 (central absorber) is plotted. Under typicaslbanditions, the TES has a
higher resistivity than the absorber in the centre, so thgekt part of the current will
flow through the absorber, creating a non-uniform currestrifhution. Heat fluctuations
between areas of different current density are possiblei;ngeometry. In the single-
stripe sensor, the current distribution will be uniform.efé can be no heat fluctuations
between areas of different current density. This explaing the ITEN is less visible in
the single-stripe design than in the central absorber deagyshown in figure 6.15. This
mechanism based on current distribution doesn’t play &leste compared to the other
two because in general there is a smooth gradient in therdudemsity while the heat
capacity and temperature sensitivity can change abruptly.

From the results of the simulation, we can conclude thattléfluctuations in a
sensor are made visible as ITFN by the presence of areasfefetif heat capacity and
temperature sensitivity(), and to a lesser extent by a non-homogeneous current glensit
distribution. We have seen experimentally and in simutetiat the ITFN can be manip-
ulated by changing the width of the TES parts between therbbsparts. The design
with four stripes not extending to the edge (design 5) shtmesaime low ITFN level as
the design with the stripes extending to the edge, but prablynwithout the negative
effects of having series resistance in the TES.
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Figure 6.16 Current density distribution in a sensor with central abea The numbers
on the axes indicate the position of the elements in the ek length of the arrows is
proportional to the magnitude of the current through an elaim

6.5 Responsivity model

In the previous sections we have seen that a noise modehitiatles ITFN could suc-
cessfully describe the measured noise in the sensor. Withod gnderstanding of the
noise in the microcalorimeter, the discrepancy betweeordiral resolution and resolu-
tion calculated from the measured noise has been resolvedevér, we are still facing
the discrepancy of a factor ef 2 between this resolution and the one measured using
5.9 keV X-rays. The answer to this lies in the small-signgdragimation that has been
made in the microcalorimeter model. This approximatioralkdvfor the noise, which is

a small-signal phenomenon, but can not be applied to 5.9 ke®yXpulses, which are
large-signal events.

6.5.1 Non-ideal pulse shape

In (2.37), the theoretical energy resolution is given in ¢thse of optimum filtering and
stationary noise, that is noise that does not change dunmgassage of a pulse. Our
filtering, as described in appendix B, is not entirely optimin the sense that it assumes
a white spectrum for the noise. In reality, the noise is nac#y white, but it comes very
close. As shown in section B.3.1 in the appendix, the assompf white noise does
account for a few percent in resolution degradation, butregtrexplain a factor of- 2.
Furthermore, the noise is not completely stationary. Thislee seen by calculating the
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noise spectrum using parameter values as they are in theguahbrium situation during
the passage of a pulse. Because the current becomes snadlertine sensor is heated
by the absorption of a photon, the noise spectrum is inlfaegr than in the set point.
So, if the non-stationary character of the noise were takinaccount, the theory would
predict an even better resolution. It is clear that the ¢ffénon-stationary noise cannot
explain the discrepancy between theoretical and measesetltion.

The effect thatan is that the responsivity (2.30), used to calculate the NESmes
an exponential pulse shape, whereas the real pulse shages difjnificantly from this
ideal shape. To make a more realistic prediction of the gregplution, we need to look
at the way the signal is filtered: it is multiplied by the pudeape and integrated. In a
general way, without assuming a particular signal shapeamedescribe the effect of the
filter on the signal (t) and the noisé,(f) as follows. The filtered signal output is

0:/ F (01 (t)dt (6.13)
Jo
where the filtef= (t) is identical to the signal but normalised to unit area:
_ 1
F(t) = Fld (6.14)

The noise passes through the same filter, but it has to bedreathe frequency domain
and is multiplied quadratically by the Fourier transfornttod time domain filterF (f) =
|-Z(F(t))]. The energy resolution is equal to the filtered noise transéal to units of
energy. This is done through multiplication by the slopeheftalibration curve, which is
the derivative of the original enerdy with respect to the signal outpGt

dE ©_5 .
AEZ.BSE\//O F2(f)i2(f)df (6.15)

As a check, we can look at a simple example. We will substitini¢e noise(f) =in and
an exponential signal pul$é&) = ES(0) exp(—t/Tett) / Tett, WhereS(0) is the responsivity
at zero frequency. The filter in the time domain is

exp(—t/ Tefr)

Fuhi t) = 6.16
whlte.,exp( ) Toft ( )
so for the output signal we get
ES(0
Owhite,exp = 2?(eff) . (6.17)
This gives us the factaE /dO. The filter in the frequency domain is
1 (6.18)

Funiteexpl(f) = ———==
\/1+ 412132
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Table 6.3 Measured and calculated energy resolutions at 5.9 keViftarent devices.
The ‘small-signal’ numbers are obtained using the thecab&quation (2.38), while the
‘large-signal’ numbers come from (6.15) with measured @slsapes and noise spectra.
The uncertainty in the calculated large-signal numberstisnated to be about 10%.

Device Measured (eV) Calculated (eV)
Small-signal Large-signal
X037-2 42 21 4.4
X038 41 15 4.3
X043 47 30 39
X047 157 19 158
X049 53 24 4.7
X055-6 45 13 33

so for the energy resolution we obtain

2T o j2df
MEahicerp = 2'355(0)*/,/0 TR (6.19)

2Teft  in
= 2.358(0) N (6.20)
= 2.35NERO)/Tef- (6.21)

This is identical to what we get when we make the assumptiomhite noise in (2.37)
[12].

For a practical use, we can substitute measured pulse shapesoise spectra in
(6.15) to calculate the energy resolution we should expeabtain. To do so, we assume
thatdE/dO = E/O, that is a linear calibration relation between input enexgg output
signal. This assumption is justified when the signal pulsesat saturate in the detector
nor in the read-out. The results from measured data for a émsa@s are given in table
6.3. In most cases, there is an agreement between measdreaanated resolution that
is better than 1 eV, ok 20%. This shows that the discrepancy between theoretical an
measured resolution is to be attributed to the limitatiohthe small-signal responsivity
model. This can be understood by looking at figure 6.17. Ifithee, the responsivity is
shown for two pulse shapes: the exponential shape for thi-sigaal model and a more
realistic shape for the large-signal model. (The origindép shapes are shown in figure
6.18). They are normalised so as to provide the same ougn#dlsialue when they are
used as a filter. On the right is shown how a typical noise spectooks after filtering
in these two models. It is clear that in the large-signal nhadere noise passes through
the filter which means that this model will predict a worset(lmore realistic) energy
resolution.
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Figure 6.17 Left: simulated responsivity curves as a function of frequemncyttie the-
oretical small-signal model (dashed) and a numerical taigeal model (dotted), norm-
alised to equal filtered-signal outpuRight: A simulated noise spectrum filtered by the
responsivity curves in the left-hand plot, dashed for thalksignal model and dotted for
the large-signal model.

From the above, we can conclude that we will not be able toiolle energy res-
olution predicted by (2.38) since it is based on a respotysimddel that is inappropiate
for large signals. So, whaan we get? To answer this, we can use (6.15) with analytical
noise spectra given by (2.25)—(2.27) and (6.1) and pulsgeshealculated from a numer-
ical simulation. We will use the simulation to obtain thepessivity for a number of
different set points and photon energies. The next sectibexplain the simulation.

6.5.2 Large-signal responsivity simulation

In this simulation, we will iteratively calculate the respse of the sensor to an X-ray
event. We will assume the circuit diagram as given in figuie ZThe bias current,

is fixed. We will allow the TES current to change instantargypuSince we are now

not concerned with just a single set point, the constartpression for the temperature
dependence of the TES resistance, used in section 6.4, appotpiate here. For most
sensors, a lined(T)-curve will be a fairly accurate description of the trargsiti

JRART-T) forT<Te
R(T) = { Rn forT > T (6.22)
The state of the system is given by the TES temperaturéf initially this is not the
equilibrium temperature, it should be allowed to stabifsea few iterations. At a certain
timety, a photon is absorbed. In this algorithm, the symbomeans “becomes”. The
following computations should be performed for each tinepst
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Figure 6.18 Impulse response of a modelled sensor based on smallsigeary
(dashed) and on a large-signal numerical calculation wsiimgearR(T )-curve (dotted).

1. Ift =ty, deposit the photon energyin the TES:
T—T+E/C

2. Calculate the TES current:
I = |bRs/(R(T) +Rs)

3. Calculate the net power:
Pret=I?R(T) —K(T"—T,")

4. Calculate the new temperature:

5. Repeat from step 1.

The duration of a time stefgt is chosen small compared to the time constant of the
system. The currer{t) now describes the impulse response of the system. Depending
on the shape of the chos&(T )-curve, this will be a pulse with an initially slow decay
that speeds up when the current comes closer to the equiitmirrent, as shown in figure
6.18. The shape is due to the fact that when the X-ray hitslothye gain drops sharply
and the time constant approaches the intrinsic time constdter a while, it returns to

the effective time constant in the set point.

Using this simple model, a fairly accurate pulse shape caralweilated. By Fourier-
transforming the current curve, a frequency-dependepbresvity curve is obtained, to
replace the analytical expression of equation (2.30).

Using the procedure described above with a lifi&dr)-curve with a slope of 5@/K,

a normal resistance of 0Q and a critical temperature of 0.1 K, pulse shapes have been
calculated for a few photon energies at different set pamtke transition. Combined



6.5. Responsivity model 83

\E sk 6 keV ::_.' ::: ] \E 8k ' ]
S o S

5 6 ] 5 6f .. . ]
6] e - large-signal model
[%] (%]

0 4 ] o 4f PO
= = - -
T 2f 1 T 2f IR 1
E 0 . . . . E 0 small-signal model

04 06 08 10 12 14 00 02 04 06 08 1.0
TES voltage (uV) heat capacity (pJ/K)

Figure 6.19 Left: Energy resolution as a function of bias voltage set poitaioled from
simulated pulse shapes and analytical noise spectra fptdtbottom) 6 keV, 3 keV and
600 eV photons. For the dotted part of the curves, the pulsse alipped because the
sensor was driven into the normal state and started to $aturathis regime, measure-
ment is still possible but the detector becomes highly rio@alr and an accurate calib-
ration is necessary. The dashed curve is the energy resolidised on the small-signal
model. Right: Comparison of the energy resolution for 6 keV pulses as atfom of
sensor heat capacity, calculated from the large-signallsiion (dotted) and the small-
signal model (dashed). The filled circles are 5.9 keV X-rayasueements with X039
(C =0.59 pJ/K) and two devices with smaller heat capacities [32].

with the calculated noise spectra at those set points, thectd energy resolution is cal-
culated and plotted in figure 6.19 (left). The factti/dO is obtained from simulating

two pulses very close in energy and noting the differenceutpuat signal. The best resol-
ution possible at 6 keV with these device parameters andfigf@lgorithm is calculated

at 3.9 eV, as can be seen in the figure. With lower photon emrgietter resolutions
should be possible. This has not yet been demonstrated al SIR® GSFC has shown
2.4 eV at 1.5 keV with a device with a similar heat capacity (0J/K) as the devices
discussed here [33]. This is consistent with the simulation

When anR(T)-curve is used with a constaat, the calculated resolution is less de-
pendent on the set point. For 6 keV X-rays ang- 50, a best resolution of 3.2 eV is cal-
culated. This shows that the figure for the best resolutitcutated with this large-signal
model does not depend greatly on the precise shape &(thecurve that is chosen.

The large-signal model also tells us that increasirand decreasing the heat capacity
is not always advantageous for the resolution, as was stegbieg the small signal model
of section 2.4. For large pulses of 6 keV, the sensor is difiveher towards the normal
state and starts to saturate when the heat capacity is madkeisthan 0.5 pJ/K, deteri-
orating the energy resolution. This is illustrated in figér&9 (right). In this plot, the
energy resolution calculated from a simulation with a linR@r )-curve of 50Q/K and
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6 keV pulses is compared to the figures obtained from the ssigadll model. While the
small-signal resolution improves continually with smaleat capacity, the large-signal
resolution shows a clear optimum. The measured energyutesokt 5.9 keV for three
sensors with different heat capacities is also plotted exglaph. They show a good
agreement with the simple numerical model. This shows tiatarge-signal model can
be used as a tool for finding the optimum design parametegsiiticrocalorimeter.

6.6 Conclusions

We conclude that the noise sources in this type of TES mitodoseter are well un-
derstood. In addition to phonon and Johnson noise, an mtdrarmal fluctuation noise
component adds a significant contribution to the currergendr his noise component can
be manipulated and reduced by a change in geometry. It hagehdteen established
whether an improvement in resolution can be obtained inntl@ianer. The measured en-
ergy resolution for 5.9 keV X-rays is understood in termsha&f measured noise spectra
and pulse shapes. Moreover, a numerical simulation hasrstiwat the best obtainable
resolution is about 3.9 eV at 6 keV, which has also been detradad experimentally.
This model can be used to predict the energy resolution ofcaorélorimeter from the
device parameters. The simulation also indicates thabfeehergies< 1 keV), a resol-
ution of ~ 2.5 eV is feasible.

We can say that the physics of these devices is now suffigidatieloped to consider
using them in a real instrument. The implications of this thie topic of the following
chapter.



CHAPTER 7/

L OOKING AHEAD

Now that the TES microcalorimeter has shown to meet the remuénts for thexeus
spectrometer, there are other issues to consider for usimtechnology in a space-borne
instrument. In this chapter, we will look at a few of these ider to identify the critical-
ities involved in using a TES microcalorimeter in space.

7.1 Degradation over time

An effect that may occur in prolonged operation is degradetif the sensors over time.
The bilayer materials, Ti and Au, may interdiffuse into eatter, which could affect the
superconduction transition. To see the magnitude of tfésgimeasurement of the trans-
ition was repeated after a long period of time for a few devic@ne bilayer sample had
been stored at room temperature under atmospheric camslfito more than 40 months
and showed no degradation of the superconducting transiti&lso, the transition of
a complete sensor showed no adverse effects after storad® fmonths at room tem-
perature: the transition temperature remained 0.1 K andtéepness did not decrease.
Because they are thermally driven, it is expected that at@ydiffusion effects will take
place at a much slower rate if the devices are kept cold. Smsés the case in an instru-
ment, we do not expect any degradation of the TES microcakidr over a reasonable
instrument lifetime.

7.2 Proton radiation test

One of the problems with operating instrumentation in spadhe exposure to cosmic
radiation. Collision with cosmic particles may damage gesdevices by causing inter-
stitial defects. To test the radiation hardness of the TESonalorimeter, device X048
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was exposed to 6.4 MeV proton radiation at Birmingham Ursitgr The dose was equi-
valent to 20 times the expected irradiation of #mc instrument aboard XMM-Newton
for ten years. No change was observed in the shape of thecauiercting transition, so
it is expected that the device incurred no permanent damadjéhat the performance is
unaffected. However, the power plateau seemed to be sligivler, which indicates a
higher bath temperature or a worse coupling to the bath. Agha coupling to the bath
could be caused by a damaged membrane, but it is unlikelytisas the case due to the
small scattering cross-section of the silicon nitride. rEtfiere we think that the change in
power plateau is not due to the proton irradiation. Sincestifgerconducting transition
has not changed, we can draw the preliminary conclusiortiealES microcalorimeter
can be used in space without the risk of radiation degraalatio

7.3 Towards an instrument

With the intrinsic requirements of stability and radiatioardness for using the TES mi-
crocalorimeter in a space-borne instrument likely to be, metcan look at the surround-
ing requirements for such an instrument. Of these, the nfa@dtemging are likely to be
the use of an array of microcalorimeters, reading out suchreay and the cryogenics
involved in reaching the required low temperatures.

7.3.1 Microcalorimeter array

An array of microcalorimeters is desireable because it iges/spatial information in
addition to spectral information. For imaging purposesa@ny of at least- 1000 pixels
would be required. The difficulties with such an array areuhdorm coupling to the
heat bath of all pixels, the routing of the wiring to the pixahd the prevention of thermal
and electrical cross-talk. If all pixels were placed on ggE@membrane, the pixels in
the centre would have a lower thermal conductance to thethaththose closer to the
edge. This non-uniformity in thermal conductance wouldategroblems with the time
constant and stability requirements of section 3.2. Alswesthe energy of an absorbed
photon is not completely compensated by electro-thernalfack, the absorption of a
photon in one pixel could be observed in neighbouring pixelsulting in false counts. It
is therefore desireable to have every pixel on its own, smalhbrane. Several schemes
have been suggested to accomplish this, such as a membisrended over a small
chamber in the silicon wafer [34], a membrane above the veafeported by legs [35] or
a row of membranes suspended between silicon bars [36].eTthethods are currently
under developement and it is not yet clear what the advastag#disadvantages of each
are.

For the wiring, the challenge is to route wires for all thegdéxover the wafer to
the outside world. The wiring could be embedded in the satestr, with overhanging
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absorbers, underneath these along the surface. But ferdargys, there would probably
still not be enough room for all the wiring. Alternativelygrenections through the wafer
to the back side, so-called micro-vias, have been sugggsiédThe contacts can then
be bonded to a separate fan-out wafer, where there is enpagk £ route the wiring.

7.3.2 Multiplexing

If every pixel in an array were read out separately, this woatjuire a very large number
of sQuUIDs and accompanying electronics. Moreover, all the sepasiegs connecting the
cold stage to the room temperature electronics would cawseyshigh heat load on the
cooler. Therefore, it is preferable to employ some sort oftiplexing scheme, reducing
the number of wires and the amount of electronics. The mastwon schemes are time-
division multiplexing (TDM) and frequency division multgxing (FDM) [38, 39].

In TDM, different detector read-out channels are switchedand off, one after the
other in quick succession. In this way, the signals of up ta&ocalorimeters can be
transported through a single line [40]. However, the svititghproduces fast-changing
signals, so a large bandwidth is required. Bandwidth lititites in the electronics limit
the switching rate, which means that for the fast pulses efx#us specification, the
required sample rate will be hard to attain using TDM.

FDM does not have this drawback. This multiplexing schemeka/by shifting the
detector signals in the frequency domain to different earfiequencies. The signals
can then be transported through a single line and demodutatiside the cryostat. This
scheme, however, requires the detectors to be operated AGdgias, which introduces
problems of its own [41]. The TES is biased with an AC voltagiawa period much faster
than the time constant of the TES. This causes it to stay inglesget point with a certain
temperature. However, because the current through the § E@stantly changingy is
changing as well. This makes the responsivity dependeiitophase of the bias voltage,
which causes resolution degradation. This effect shoutshine less pronounced with
increasing bias frequency. Efforts are currently underaa@RON to attain the same
energy resolution under AC bias as under DC.

7.3.3 Cooling

Although space is pretty cold, the operation of a cryogenicrocalorimeter there still
requires extra cooling. Taking a dilution refrigerator upabsatellite is not practical, but
there are alternatives. There is experience with using aR AD a rocket in the XQC
project [42]. This ADR, coupled to a liquid He bath, providestable AT < 1 uK)
temperature of 60 mK for up to 12 hours. Although the duratibthe rocket flight was
only 10 minutes, the cooler performed well, and the techyyplcan also be used on a
satellite platform. When the hold time has run out, the ADRyn&t can be recycled but
the liquid He still runs out. ADR technology has been usedftonger duration on the
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MAXIMA balloon-borne cosmic microwave background experimert [B& theASTRO-
E(2) satellite, an ADR has been developed as well [44]. Bexdtus surrounded by a
block of solid Ne (17 K), its liquid He supply should last favd years. The satellite is
scheduled for launch in February 2005.

An ADR employs a magnet generating a field typically of theeorof 5 T. If this is
not sufficiently shielded (below 1 G), the field might make thB(T )-curve of the TES
less steep. The lower effective which is the result will degrade the energy resolution
and response time of the sensor. Also, since the field is ¢hamg time, it will result
in a time-dependent responsivity, which can also degraglegbolution. Therefore, it is
important that the field is sufficiently attenuated using pemsating coils angi-metal
shields.

The problem of having to recycle the ADR magnet every so oftambe overcome
by using a multiple-stage ADR in continuous operation. Wbae stage is providing
the cooling power, another can be recycled, providing @minpted cooling. At GSFC,
a three-stage continuous ADR is being developed for usednespl5]. The heat bath is
provided by a mechanical cryocooler, so it can operateaptiwithout cryogenic sub-
stances. Provided that the magnetic fields are sufficiehilgided, this type of cooler
would be ideal for operating an X-ray spectrometer basedB® microcalorimeters in
space.

It looks as though the technology for fabricating, readingand cooling microcalo-
rimeter arrays is moving forward at a fast pace. We shouleexp see this technology
maturing in the next few years, enabling instruments baseti&s microcalorimeters to
be built and operated in space. This should open up a neweahapX-ray astronomy,
providing new insights into the beginning and the evolutbthe universe.
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SENSOR OVERVIEW

In this appendix, the characteristics of all the sensorstimeed in the text are summar-
ised. A schematic top and section view of each sensor is shamchthe dimensions of
TES and absorber are given, as well as the critical temper&uthe normal resistance

Rn, the heat capacit¢ at T;, the absorption efficiench at 6 keV of the absorber/TES
combination, the typicafr under bias conditions as obtained from 1{¥)-curve, the
effective time constart.; as obtained from observed X-ray pulses and the best measured
energy resolutioAE at 5.9 keV. Since all sensors were positioned on similar ntangs,

for each thes to the bath is 300-330 pW/K.
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310pum x 310um x 18 nm Ti/30 nm Au
100pum x 100um x 4.5um Cu

0.105K

0.43Q

0.59 pJ/K
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310pum x 310um x 14 nm Ti/50 nm Au
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310pum x 310um x 14 nm Ti/50 nm Au
100pum x 100um x 4.1 um Cu

0.098 K

0.22Q

0.54 pJ/K

0.37

N/A

80 us

4.7eV

310um x 310um x 14 nm Ti/50 nm Au
100pm x 100um x 4.1 um Cu

100pm x 100um x 3.4 um Bi

0.102 K

0.20Q

0.55 pJ/K

0.88

~ 100

100us

45eV

310pum x 310um x 14 nm Ti/50 nm Au
160pm x 160um x 1.8 um Cu
160um x 160um x 5.1 um Bi
(base 10Qum x 100 m)

0.081 K

0.20Q

0.64 pJ/K

0.93

N/A

110us

5.7eV
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310pum x 310pum x 14 nm Ti/50 nm Au
100um x 100pm x 4 yum Cu

500um x 500um x 1.0 um Al

0.092 K

0.22Q

0.53 pJ/K

0.36

N/A

N/A

N/A

310um x 310um x 14 nm Ti/50 nm Au
100um x 100pum x 4.5um Cu

500um x 500um x 0.7 um Nb

0.084 K

0.27Q

0.58 pJ/K

0.40

~ 30

260us

4.7 eV



APPENDIX B

FILTERING

The signal from our X-ray microcalorimeter consists of pglshat are contaminated by
noise. From these pulses, we want to estimate the energyedf-tays that produced
them as accurately as possible. For an optimum detectolutiesg the signal-to-noise
ratio should be maximized. This can be accomplished by me&fiering which is
therefore an essential part in the analysis of these X-régepu

In what follows, we review the principles of filtering and cpare the performance
of real-time analog filtering and ‘optimum’ (digital) filtiemg. Digital filtering has the
advantage of being able to use an non-causal filter, that isea that obtains a better
signal-to-noise ratio because it uses information not dmgn the present and the past
signal, but the total signal. The effect of filtering is demstvated in a general way assum-
ing exponential pulses with zero rise time.

B.1 Principles of filtering

The purpose of filtering is to optimise the signal-to-noiagar of the measured data.
For this purpose, a number of techniques have been develts#ag analog electronic
circuits with a frequency response that is tuned to the tyfpsignal and noise to be
filtered, good results can be obtained in real time. An exangplthis is the analog
shaping described in section B.2. More elaborate data rakatipn is possible using off-
line processing. This requires the signal to be digitizadgia data-acquisition system.
In doing so, a number of issues deserve attention.

First of all, the Nyquist-criterion states that a sampleghal contains meaningful
information up to a frequency that is half the sampling frequendy. The sampling
frequency should therefore be at least double the highegtiéncy present in our signal.

Secondly, a signal with frequendy> f. will be folded aroundf. and introduce an
alias signal at frequendys— f|. So, in order to prevent higher frequencies from contam-
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inating the sampled data, an anti-aliasing filter should seduwvith a corner frequency
lower thanf. = fs/2.

Thirdly, to characterise the frequency dependence of abk@moise the power spec-
tral density is used. Knowing the power spectral densithefrtoise for example, enables
us to correct for this noise and improve the signal-to-ncédi®. To get our data in the
frequency domain, we use the discrete Fourier transforrhfptéh sampled data points
Cj:

n-1 -
Cy = Z)cjefzmlk/“ k=0,...,n—1 (B.1)
=

Information about how much power there is at a certain frequé, = k/(nA), with A
the sampling interval, is given by the single-sided powercs@l density:
A 5 5 n
PSD(fk):ﬁ(|Ck| +[Cn-k/?) k:1,2,...,§—1 (B.2)
Single-sided means that the signal or noise is only definepdsitive frequencies. Note
that noise levels are often given in terms of the square rbBISEX f), in units of, for
example VA/Hz.

In general, we consider a signgft) = A- S(t) in time, of which the shap&(t) is
known, but the amplitudA is not. In frequency space, the Fourier transf@&) is used.
As an example, we assume that the signal is expressed in Vadided to the signal is
noise, with a single-sided power spectral densit)éff) [V?/Hz]. The noise is usually
given only in the frequency domain, because of its randomadteristic in the time do-
main. Now, in general a filteff (t) (or F(f) in the frequency domain) works both on the
signal and the noise [47]:

Sn(t), Sn(f) | F(O) |, Soult), Sou(f)
Nin () F(f) Nout( )
In the time domain, the filter is convolved with the signal,iethis equivalent to a mul-
tiplication in the frequency domain. The filtered signaliatét is the input signal mul-
tiplied by the filter in the frequency domain and Fourier sfammed back to the time
domain:

—

Soutlt) / Sn(HF ()X df, (B.3)

The noise is multiplied in the frequency domain by the santerfilhe total noise power
integrated over all positive frequencies, which is staignin time, is by virtue of Par-
seval's theorem given by

Naw= [ IF(HIPNE(T) ®4)

Note thatNyy; is not a noise density, but a root-mean-square (RMS) vatuenits of
\olts in our example. Noispower (noise squared) is used here because the noise itself
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___________________________

' C1 | . Rz . C3 |
—=Gi . Ry|| . Ca= . R

Figure B.1: Equivalent circuit for(CR)?RC filtering. The circuit consists of an input
integrator and a highpass filter, a lowpass filter and andilypass filter, as indicated
by the dashed boxes. The time constant for each part is tliigrrof its resistance and
capacitance.

scatters around zero, so integrating it would yield zera.tk® purpose of calculating the
signal-to-noise ratio, the square root of this integraldedi So, for the signal-to-noise
ratio S/N after filtering at a certain timewe have

S\ .\ JoeSn(HF(f )ezr"“df
VIe F(HENE (f)af
This result is valid independent of the type of filtering us&hsed on this relation we

will consider the performance of two types of filter: The agalCR)?RC filter and the
digital ‘optimum’ (Wiener) filter.

(B.5)

B.2 (CR)?RC filtering

The first type of filtering that is considered (€R)?RC shaping [48], or ‘double RC
differentiation’, which consists of an input integratawat highpass filters and a lowpass
filter, as shown in figure B.1. This system combines a readernadrformance with a
quick return to the base line. If the filters all have the saime ttonstant, the transfer
function of this system has the form

— 2mfr

We will calculate the response of this filter to an exponéiptigsel (t) = loexp(—t/1),
as shown in figure B.2 (left). The Laplace transform of thitspus
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Figure B.2: Left: exponential pulse with normalised amplitude and fall tinkight:
response of théCR)2RC filter to the exponential pulse. The maximum and minimum are
att/T = 34 +/3 and the zero crossing istatr = 3

- loT
()= l+st’

(B.7)

with s= g+ 2mif. The Laplace transform is used here because the signabi§aer< 0.

If we neglect the damping and use the convensier2rii f, then the Laplace transform of
a function can be considered equivalent to its Fourier foang except that the Laplace
transform can deal with functions that are zeroffar 0. The pulse in the frequency
domain is then

- . loT
I(f)flﬁ—Zrn'fT' B8
Applying the filter, we get
— = . |027TifT2
o 2mif
2 (/t+2mf)d (.10
This can be transformed back to the time domain to a shapeeIg(il):
_lo -1t ~t/T t? —t/T
Is(t) = 12( e + € . (B.11)

The output of the filter is shown in figure B.2 (right). The nmraxim of this shaped pulse
is used as a measure for the integral of the original pulsiingells(t) /dt = O gives the
solutionst /T = 3+ /3 (andt = 0). This yields for the maximum of the shaped pulse
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S=15((3—Vv3) 1) = (2v/3-3) loeV3-3 ~ 0.1306,. For the total noise power we have,
assuming a white noise levidhite,

N2 = [ NElF(E) (8.12)
Nahite /0 i % 2 (B.13)
= % (B.14)
For the signal-to-noise ratio, we obtain
S = 70'7[‘33::;\/?. (B.15)

This expression can be used to compare this filter to others.

B.3 ‘Optimum’ filtering

The second method of filtering we will look into makes use @& $io-called ‘optimum’
or Wiener filter, described in [46]. This is actually a wholass of filters that share the
property that they are constructed for a certain signalshgdinding the maximum of a
specific quantity, for instance the signal-to-noise ratio.

When the noise is not frequency-independent, in order toapamum’ filtering we
must take this noise into account when constructing our filtderefore, the filter must
be constructed in the frequency domain and transformed toeitle time domain using
the inverse discrete Fourier transform. In the frequenagyalo, the filter has the form
[49]

_ S'(f)

TG
Where§*(f) is the complex conjugate of the Fourier transform of the @uslsape and
(N(f))? is the power spectral density of the noise. To find this PSDyraber of records
should be sampled that have only noise in them. The PSD carbthéund as given by
(B.2) for these noise records and averaged. The expreBiaf)(is different from the
one given in [46], in the sense that the expression in [46kttd reconstruct the original
signal as well as possible, while the expression given hexdmizes the signal-to-noise
ratio.

(B.16)

B.3.1 Optimum filter with white noise

Though the optimum filter is generally constructed in thefrency domain, it is easily
seen that if the noise is assumed to be frequency-indeptrhen the filter in the time



98 Appendix B. Filtering

domain is exactly the same shape as the signal pulse, buréiveesed. In the case of
exponential pulses, the maximum of the convolution integratt = 0, where it is simply
equal to the integral of the product of filter and pulse. Thmsler the assumption of white
noise and exponential pulses, ‘optimum’ filtering just ilwes multiplying the signal with

a functionF (t) = exp(—t/7) and integrating. In practice, the average of a set of putses i
used for the filter template.

Itis attractive to construct the filter in the time domainmewhen the noise may not be
white, because no information about the noise spectrungisgnmed. In order to get an idea
of the resolution degradation that is the result of the agsiom of white noise, we will
compare the signal-to-noise ratio of the ‘optimum’ filtetimé&nd without taking the noise
into account, for a typical noise spectrum such as shown urdi§.1. On the one hand,
the signal-to-noise ratio is calculated using a filter bamedn exponential pulse with a
150 us time constant and a fit to the noise spectrum of figure 6.1. h@rother hand,
the signal-to-noise ratio is calculated using a filter tisabased just on the exponential
pulse and assumes white noise. The ratio of these sigrmadite ratios was 0.85, which
means a 15% degradation in resolution when white noise isvass compared to a proper
optimum filter. This is a significant loss, but the noise daeassary for a true optimum
filter is hard to come by during X-ray resolution measurersenherefore, in general the
‘optimum’ filter that assumes white noise is used.

To compare this filter with théCR)?RC filter, we will calculate the signal-to-noise
ratio using exponential pulses and white noise. The intedrsignal is

o |
S— / loe Y/ Te Y/ Tdt — %T (B.17)
JO

The noise power still has to be calculated in frequency spdderefore, we use the
complex conjugate of the Laplace transform of the idealgauls

= T
F(f)= ——==— B.18
(f) 1-2mifr ( )
The noise then yields:
N2 = | NGl F() P (©19)
Jo
2 ® T ?
Nwhite/o T omrr 9f (B.20)
2
= Mg (B.21)
Then, the signal-to-noise ratio of the filtered signal beesm
S__ 2ot __ lovt (B.22)

N B 2Nwhite\/? B N\Nhite7
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which is a factor~ 1.35 better tharfCR)?RC filtering. It is clear that digital processing
offers a large advantage. The drawback is that it does netgednformation during the
measurement, only afterwards. Therefore, we often userthle@(CR)?RC processing
as a ‘quick-look’ facility, and make a final measurement figitdl processing.

In what follows, a number of algorithms are described thatesed to obtain the best
possible resolution in practical, non-ideal conditions.

B.3.2 Pile-up rejection

Pile-up is the effect of one pulse influencing the next. Thésyrrause resolution degrad-
ation . The magnitude of this effect can be calculated aitaljy. For simplicity, we will
consider only pulses of equal energy. A pulse normalisedrplitude and fall time can
be described by

p(t)=e". (B.23)

A pulseq(t) occuringAt earlier in time is described by
q(t) = p(t + At). (B.24)

Pulsep will be superimposed on the tail of so the integral of their sum after filtering
will be slightly larger compared to a pulse without a preourSince this addition to the
integral depends on the time elapsed since the previous,ptigill cause a smearing of
the spectrum. Here, the filter is assumed to be equal to ahgdes p(t), so the integral
becomes

(/Om p(O)(P(t) +a(t))dt =05 (14 &), (B.25)

whereas the integral of a single pulse after filtering is ust Therefore, the relative
contribution to the integral is
c(At) =e ™A, (B.26)

Now, a pile-up rejection system makes sure that there is amim At between two
pulses by rejecting pulses that are too close to their psecurWith a typical chosen
interval of 10 fall times, the relative contribution to thalpe integral will lie between
zero and exp-10). The absolute contribution for 5.9 keV X-rays will be betwerero
and 0.27 eV. Itis clear that the energy resolution will notrhpaired.

But what fraction of the pulses are rejected in this way? Tewen that, we need to
look at the distribution of time intervalat. This distribution follows from the Poisson
distribution of random events:

_arx (AtA)*

P(x,At) =€ —~ (B.27)
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is the probability ofx events occuring in a time intervak, when the average number
of events per time interval equals Now, we are looking for the distribution of time
intervalsbetween two pulses; in other words the probability of findiegro events in the
time interval:

P(0,At) = e &% (B.28)

With the proper normalisation this becomes
P(At) = Ae 8, (B.29)

So, the fraction of rejected pulses using a minimum timervaie\t i, is
Atmin
/ P(At)dAt — 1 — g Atmind (B.30)
Jo

Substituting thedtmi, of 10 fall times that we mentioned above, this is about 2% for a
typical count rate of 208 and a 10Qus fall time, which is no problem for our test setup.
However, for a count rate of 100°%, the rejected fraction is 10%, already a sizeable
portion. Therefore, for higher count rates, we would likeite a smaller value dtyin.

To see how small we can mak#,i, without impairing the energy resolution, we need to
find the distribution of contributiong/At) to the measured energy. This is done by solving
At from (B.26) and substituting it into the time interval dibtrtion function (B.29):

fP(At(C))% (B.31)

— At (B.32)

P(c)

where the minus sign is due to the fact that a lakjeorresponds to a smal] and that
therefore the integration limits are switched. Integnatiwerc from O contribution (pulses
infinitely far apart) to 1 (pulses exactly on top of each oftstwows that the distribution
is properly normalised. The maximum contribution to thespuhtegral that corresponds
to the minimum time intervaAtmi, iS Cmax = € 2min. This is where the distribution is cut
off by the pile-up rejection system.

We now have the distribution of contributions as a functiboaunt rate. The average
contribution is

_ Jg™™*cP(c)dc
© = W (B.33)
= /\Lﬂeﬂmin. (B.34)

But a contribution to the pulse integral in itself does natsmresolution degradation.
It is the spread in the contributions that causes the degradation. Thexefbe standard
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deviation of this distribution is a measure of the magnitatithis effect. The standard
deviation is

| Jlo™(c—(c))?P(c)dc
Y B (B.36)

(A+1)2(A+2)

This should be scaled to the energy of the pulses and mettijply 2.35 to get a FWHM
contribution to the resolution; for Mn & pulses:

AEpiie_up = 2.35x 5899% 0 (B.37)

Note that the count rate should be expressed in terms of the reciprocal fall timeewthié
minimum time between pulség,;, should be expressed in terms of the fall time. There
is a clear trade-off between count rate, rejected fractiwhrasolution contribution. An
example for a 1 eV resolution contribution at 5.9 keV was showfigure 4.3 in the main
text.

It should be noted that when the shape and the arrival timbeoptevious pulse is
known exactly, the effect of pile-up can be completely reetband no pulse rejection
is necessary. This, however, requires a very detailed puts#el and advanced signal
processing. The method using a minimum time interval is nyicipler.

The pile-up rejection is accomplished in practice by inabgdn the event record a
number of samples acquired just before the pulse startsaléed ‘pretrigger samples’.
The duration of this pretrigger phase should be adjusteti¢adesired minimum time
between pulses. Event records that contain a pulse in thegyer phase are rejected,
as well as records that contain a second pulse after the ah&itfgered the acquisition.
This ensures that every event included in the spectrum ikearitone, not contaminated
by other pulses.

B.3.3 Base line restoration

Due to slow changes in amplifier offsets or other effectsgtliescent signal level may not
be constant. Since tHER)?RC filter is AC-coupled, it is not very sensitive to these ‘base
line shifts’, but if we use the ‘optimum’ filter they degradeetresolution and should be
corrected. This can be done by subtracting a constant vaoethe filter before applying.
The filter then becomes

Fit)y=eT—c (B.38)

wherec is the subtracted constant. This value should be choserchn @&way that the
integral of the filter vanishes. In that case, any base liffessdre corrected. If we work
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with a record lengtly that is a couple of times longer thanwe see that:

)
/ e /Tt — ot 0 (B.39)
0
c ~ t1 (B.40)
|
In practice, the value is computed using
1 n-1
c== Z}Cj (B.41)
n i

from n samples denoteth. .. c,_1. The pulse is modelled as
I(t) =loe VT +b (B.42)

whereb is the unknown base line shift. When the filter is applied, we g

1)

Sr = A F(t)I(t)dt (B.43)
- /0 t' (1o62/7+ (b—clo)e /" —be) dt (B.44)

loT |0'l'2
R (B.45)

The unknowrb has indeed vanished, but the integral is smaller by a fadtbr-o027 /1.
For the noise, we use the complex conjugate Laplace transfbthe shifted filter:

_ T C
PO = o201 T 2t

(B.46)

With a record length of;, the lowest frequency present in the signal i27t. We now
calculate

00

NG = NanicelF (f)[7d f (B.47)
J1/2m
2
2 o T c
= i - — | df B.48
NWhlte./l/an 1_omfr | 2mf (B.48)
2
hite T 2 T 2T 41 T 21
~ —White (1 Zgarctan- — = + ——arct — B.49
4 ( narcant—l 0 +ml arcant—|+7Ttl ( )
2
ol
— _white” 4 (B.50)

4 )
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with d the expression in brackets in (B.49). This yields for thealgo-noise ratio

S B loyT  2lor%? 1
(N>blr B (Nwhite Nwhitetl> vd (B.51)
S 2t\ 1

This expression gives the factor with which the resolut®dégraded when this type of
base line restoration is used. For typical values ef 200 s andt; = 4096us, it results

in a degradation of the resolution ef5%. This method should therefore only be used
when the expected degradation by base line shifts is mone5¥a

B.3.4 Timing correction

A problem with using the ‘optimum’ filter in the time domainftisat it is quite sensit-
ive to how well the filter is lined up with the pulse. Due to at@nsampling interval in
the data-acquisition, the arrival time of each pulse ishsljgdifferent with respect to the
time bin divisions. To correct for this, we would like to ghihe filter slightly in time
before applying it to the pulse, so that it lines up well arglititegral of the filtered pulse
yields a maximum. However, since the filter is constructeanfthe sampled pulses, it
too has a finite time resolution. Shifting the filter less thia@ duration of one time bin
requires interpolating between the points, which mightdraglicated. Another possibil-
ity is to repetitively shift the filter an integer number afie bins and use a least-squares
approximation to estimate the integrals of the shifts ihaleen. For example, the filter
is applied 5 times, shifted -2, -1, 0, 1, and 2 time bins, reSpely. Then, a parabola
y = axx? 4 a;x + ag is fitted through the integrals, as shown in figure B.3. Theabime
parabola, as given bymax = —a§/4a2 + ag, is a good approximation of the integral with
a filter that is properly lined up.

B.3.5 Gain drift correction

Gain drift arises when the amplifier gain is changing oveetohuring the measurement.
This causes the spectrum to be smeared and the resolutica dedraded. It can be
compensated by selecting events that belong to a narrovirapkee and calculating a
moving average of their energy as function of time. When tlwing average is nor-
malised to the total average, it can be used as a correctitor fior all events. In this
way, most of the gain drift can be eliminated. For the spétitra, a calibration line in
the measured spectrum or a line due to a heat pulser can beTisetheasured energies
in this spectral line have a certain error, so applying tha garrection introduces some
extra resolution degradation. If the gain correction iséfphmore than it hurts, sufficient
averaging is necessary. This reduces the error in the ¢mmdactor with the square root
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1.3635x10°

1.3630x10°
9
1.3625x10

1.3620x10°

integral (arb. units)

1.3615x10° . . .
-2 -1 0 1 2
filter shift (bins)

Figure B.3: Integrals of shifted filter applied to X-ray pulse Y with fitted parabola (solid
line).

of the number of points to be averaged. The minimum numbepoftp is dictated by
the width of the spectral line used. If the line has a verymaiintrinsic width (as with a
heat pulser line), its width in the spectrum is equal to thergyresolution. For the gain
drift correction to contribute no more than 20% to the reoiy we need to average over
at least JZO.22 = 25 points. When the spectral line has a larger instrisic lndd;;, the
minimum number of points for a 20% contribution is

DE
n=25+ 25AE2 . (B.53)
So, when the Mn & complex is used for the gain drift correction, with an ingimline
width of ~ 15 eV, then for a 20% contribution to a 5 eV resolution, a mg\énerage
over 250 points is necessary. Of course, when the gain vani@sshorter time scale, it
may well be that using a lower number of points is preferredin& experimentation is
necessary to find the optimum number of points for a givensgta

B.4 Peak fitting

After filtering, the calculated photon energies are plofteé histogram. In order to
calculate the measured resolution, it is necessary to cantipa measured spectrum with
the intrinsic spectral shape. To do so, the intrinsic spectfas obtained from e.g. a
very-high-resolution crystal spectrometer) is convolwéth an instrument response that
is assumed to be Gaussian. The convolved spectrum is thegh tiitthe measurements,
and the width of the Gaussian that produced the best fit istbegg resolution of the
spectrometer. For the fitting, a weighted least-squaresepitre is used. The weights are
1/0? with o the error in the data. For the Poisson statistics of our istn, the error
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is the square root of the number of counts, so the weight ohadshihe inverse of the

number of counts in that bin. The fitting is performed in twaggs: in the first stage, the
weights are based on the measured number of counts. Bingevitlcounts get a weight
of 1. In the second stage, the weights are based on the fitted tnom the first stage.

This ensures that the weighting is based on the spectrunsheuid be, given a certain
instrument response width, and not as it was measured. Tdrgyeresolution obtained

in this way is a good measure for comparing the quality of speweters.



106 Appendix B. Filtering



APPENDIX C

TESSIMULATION WITH SABER

This appendix describes the technical details of the TESergimulation using the Saber
program from Synopsys, Inc. The program requires inputénfeinm of text files called
templates. These templates are written in the MAST language. A hiieat structure
of components can be described and equations governinghaviour of each compon-
ent can be specified. Each component has a number of conmettiother components
calledpins. These pins all have a specific type, for instance electdc#thermal. The
equations should specify the “flow” from one pin to another-¢alled “through” vari-
ables) in terms of the “potential” between those pins (deddacross” variables). For
example, a thermal conductance has two pins, laballeudb. The through variable for
this component is powePj and the across variable is temperaturg (Each pin has its
own temperature, and the equation describing the power flonr pina to pinb is:

Pasb =G(Ta—Tp), (C.1)

whereG is the value for the thermal conductance. In some caseshthagh variable
cannot be expressed directly, and another equation is seges-or instance in an ideal
voltage source, the through variabele curréhig not known as it depends on the load.
The simulator has to solve the system of equations to finduhet. This is specified as
follows:

lop = | (C.2)

This means that the simulator should find théhat makes the voltage between the two
pins equal to the specified source voltage

Noise can be specified as a spectral density level for eithleroagh variable (e.g.
current noise between two pins) or an across variable (eltage noise). In each simu-
lation element, noise sources are included. The simulatotieen calculate and plot the

107
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Table C.1: Components used in the numerical noise simulation.

Component Param- Electrical Thermal Equations
eters pins pins

\oltage source Vs p,m Vp—Vm=Vs

Resistor R p,m lp—m= (Vp—Vm)/R

Inductor L p,m Vp—Vm=Ldl/dt

Temperature Ts p,m Tp—Tm=Ts

source

Heat capacity  C, Tinit p P, =CdT/dt

Thermal G p,m Po—m=G(Tp— Tm)

conductor OPp—m = v4keG(Tp+ Tm)/2

Thermal G p,m Po—m=G(Tp—Tm)

conductor with OPp—.m = /4yksGT,

gradient

TES a,R,Tc p,m t R=Ry(T/Tc)”

thermometer lp—m= (Vp—Vm)/R
R=—(Vp—Vm)?/R
OVm = 4ksTiR

contribution of each noise source to a selected quantgy,@irrent or power. Also, the
current noise spectrum of the total sensor can be plotted.

For the TES simulation, the components specified in tablewgrke designed. The
actual MAST code is given at the end of this appendix. Thestfasthe TES thermometer
componentis the expression for the temperature dependétieeresistance. For reasons
of simplicity, an expression has been chosen in which theevaf the parametear is
independent of the set point in the transition:

T a
RT)=¢ P () forT<w (C.4)
Rn forT > T¢

The fact that in realitya is generally not constant over the whole transition, is wili
concern since we are only looking at the noise in a single aiet.pA constantr allows
easy comparison of the noise in different sensor layouts.

The thermal conductor is implemented in two ways: The firs the noise based
on the average temperature on both ends and should be usedivene is only a small
temperature difference across the link, as is the caseeirtbigl microcalorimeter. The
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other should be used when there is a large temperature gtaalieoss the heat link,
for example in the membrane. Its noise is based on the temuperan the warm end,
but contains a factoy which corrects for the effect of the temperature gradienmhc&
n~3.2,wegety~n/(2n+ 1)~ 0.43.

The Johnson noise in the TES has two effects: it adds direxthye noise in the elec-
trical system which dissipates in the TES resistor and adde&pto the thermal system,
but the work done by the noise source itself also removes pivam the thermal system.
To implement this in a correct manner, the TES thermometerpoment was split into
two parts: a noiseless, temperature-dependent resisteraing a power dP; = I2R(T)
in series with a noise source generat®g= AV,l, whereAV; is the voltage across the
noise source. Variations in these powers have an oppogite Jihe sum of these two
powers being put into the thermal system results in the coourrent noise spectrum in
the electrical system.

Since we are interested in the noise from the microcalogmnitself, the shunt resistor
is kept noiseless.

Below, the program code for the MAST templates used in thearigal noise simu-
lation as described in section 6.4 is included. A multi-ed@tone-dimensional simula-
tion consisted of a number afs instances in series, terminated by @&element in-
stance, together with the components for providing the idea! bias voltagevoltage
and tworesistors) and aninductor to simulate thesQuib inductance. For the two-
dimensional simulations, a grid 6és2d instances was used, terminatedday instances
and oneteselement.

# Thermal conductivity with power noise based on the average
# temperature of the two pins.

element template thermcond pm =g

thermal_k p,m

number g # thermal conductivity coefficient
{
number k = 1.3807e-23 # Boltzmann’s constant
val nw noise # power noise
values {
noise = sqrt(4.0%kxg)*(tk(p)+tk(m))/2.0
}

control_section {
noise_source (noise, p, m)
}
equations {
p(p—>m) +=g* (tk(p) -tk (m))
}
}
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# Thermal conductivity with temperature gradient. Noise based on
# temperature of p pin.

element template thermcond_gradient pm =g

thermal_k p,m

number g # thermal conductivity coefficient
{
number k = 1.3807e-23 # Boltzmann’s constant
val nw noise # power noise
values {
noise = sqrt(0.43*4.0xkx*g) *tk(p)
b

control_section {
noise_source (noise, p, m)
}
equations {
P (p—>m) +=g* (tk (p) -tk(m))
}
}

# Heat capacity with initial temperature
element template heatcap p = ¢, ti

thermal_k p # just one pin, the other always to ground
number c # heat capacity
number ti = undef # initial temperature
{

val tk t # temperature

values {

t = tk(p)
b

control_section {
initial_condition(t,ti)
}
equations {
p(p)+=d_by_dt (cxt)
}
}

# Constant temperature source to be used as heat bath
element template tempsource pm =t

thermal_k p,m

number t # temperature difference



var p x
equations {
p(p—>m)+=x
x: tk(p)-tk(m)=t
}
}
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# Ideal inductor
element template inductor pm =1
electrical p, m
number 1 # inductance
{
var i il
equations {
i(p->m)+=il
il: v(p)-v(m)=d_by_dt(1*il)
b
b

# Ideal electrical resistor
element template resistor pm =r
electrical p,m
number r # resistance
{

equations {

i(p—>m)+=(v(p)-v(m))/r

}

}

# Ideal constant voltage source
element template voltage p m = vs
electrical p,m
number vs # voltage
{
var i x
equations {
i(p—>m)+=x
x: v(p)-v(m)=vs
b
b
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# TES thermometer; temperature dependent, dissipates heat and
# generates Johnson noise.

element template testherm p m t = alpha, rn, tc

electrical p,m

thermal_k t # thermal connection
number alpha # coefficient of steepness
number rn # normal resistance
number tc # critical temperature
{
number k = 1.3807e-23 # Boltzmann’s constant
val r res # resistance
val nv noise # Johnson noise
var i i # current
var i j # extra current
electrical c # extra centre pin
values {
if ((tk(t)>tc)|(alpha==0)) res = rn
else res = rn*(tk(t)/tc)**alpha
noise = sqrt (4*xkxtk(t)*res)
}
control_section {
noise_source(noise, j)
}
equations {
i(p—>c)+=1i
i: v(p)-v(m) = ixres
i(c->m)+=j
j: v(c)-v(m) = 0
p(t)—=ixixres+(v(c)-v(m))*j
}
}

# TES thermometer, heat capacity and thermal conductance to bath

# combined.

element template teselement p m a b = alpha, rn, tc, c, gb, ti
electrical p,m

thermal_k a # thermal connection to neighbour
thermal_k b # connection to bath
number alpha # steepness of transition

number rn # normal resistance



number
number
number
number

testherm.tl pm a
heatcap.cl a =

tc
c

gb
ti

# critical temperature

# heat capacity

# thermal conductivity to bath
# initial temperature

= alpha, rn, tc

ti

thermcond_gradient.gl a b = gb
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# 1-dimensional TES building block
template tes p m al a2 b = alpha, rn, tc, ¢, g, gb, ti

electrical p,m
thermal_k al,a2

thermal_k b

number
number
number
number
number
number
number

alpha
rn

tc

c

g
gb
ti

H O H H H R HEHR

teselement.tl pmal b
thermcond.gl al a2 = g

thermal connection to neighbours
connection to bath

steepness of transition

normal resistance

critical temperature

heat capacity

thermal conductivity

thermal conductivity to bath
initial temperature

= alpha, rn, tc, c, gb, ti

# 2-dimensional TES building block with connections in lateral

# and longitudinal directions

template tes2d el e2 e3 t1 t2 t3 b = alpha, rn, tc, c, g, gb, ti

electrical el,e2,e3

thermal_k t1,t2,t3

thermal_k b

number
number
number
number
number
number
number

alpha
rn

tc

c

g
gb
ti

#
#
#
#
#
#
#
#
#

thermal connection to neighbours
connection to bath

steepness of transition

normal resistance

critical temperature

heat capacity

thermal conductivity

thermal conductivity to bath
initial temperature
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tes.tesl el e2 t1 t2 b = alpha, rn, tc, ¢, g, gb, ti
testherm.tes2 el e3 ti alpha, rn, tc
thermcond.gl t1 t3 = g

}
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SUMMARY

This thesis describes the development and device physi&s Bfray microcalorimeter.
This is a device for measuring the energy of X-rays. The naiglarimeter measures the
temperature increase that is the result of the absorpti@nof-ray photon. Since the
devices described in this thesis are produced using pttatgliaphic techniques, they
have the potential, in combination with suitable X-ray ogtito be made into imaging
arrays. The availability of an imaging X-ray spectrometéhva high energy resolving
power will have a significantimpact in astronomy and matenialysis. In astronomy, X-
ray spectra provide information about high-energy proeessking place in the universe.
In material analysis, the structure and composition of nigltecan be determined. The
work described here is guided by therequirements of anumsnt forxeus, a future
space-based astrophysical observatory.

The microcalorimeter is based on a superconducting-taaabphase transition edge
thermometer (TES). This is a superconductor that is voltaigeed in the very narrow
transition from superconducting to resistive behaviour.the transition, the electrical
resistance is very sensitive to changes in the temperataiang the TES a good temper-
ature to resistance transducer. The resistive elemensily @corporated in an electrical
read-out circuit. The TES is coupled to a cold bath, pro\gdirtemperature reference. A
voltage-biased TES benefits from negative electro-thefesalback, which stabilises the
sensor and shortens the response time. The energy resptwvey of the microcalorim-
eter is limited by noise. In this thesis, this noise is stddiedetail, both in experimental
sensors as well as through simulations.

The specifications of the microcalorimeter are subject taraler of constraints. In
particular, there is a trade-off between absorption efficje detector area and resolving
power. The sensor described in this thesis is optimisedhferdemands of th&eus
mission. The sensor is fabricated using existingNgimicromachining and thin-film
photolithographical techniques. For testing, there areralyer of requirements of which
a stable bath temperature and bias voltage are the mosttampor

Several sensors with small square absorbers were manddcind tested. With
an operating temperature of 0.1 K, their energy resolutias about 4.5 eV for X-ray
photons of 5.9 keV. This is equivalent to a resolving powek230. Furthermore, a sensor
with a bigger, overhanging absorber with a ‘mushroom’ shaps tested, with a similar
result. This energy resolution is satisfactory, but not@sdgas predicted by theory. This
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discrepancy was investigated and forms the heart of thsgh&@he difference between
theory and measurement was explained by a combination oéffeots:

Firstly, because the TES and absorber are seperate paressensor, there can be an
exchange of energy between the two. This results in an iatewise component which
deteriorates the energy resolution. By changing the segsometry, we were able to
influence and reduce the spectral density of this noise capmo Using a numerical
noise simulation, several geometries were evaluated. Afytical relation was derived
for the magnitude of this internal noise component as a fanaif the geometry. Based
on the knowledge about the influence of the geometry on treenan optimised geometry
was designed.

Secondly, besides the internal noise, there is anothectdfiat causes a difference
between the theoretical and measured resolution. Thegbeeldiesolution is based on a
small-signal model, which assumes limited excursions thetransition of the TES. For
actual X-ray pulses that use a significant part of the dynaamige of the TES, this model
was found to be incorrect. The large excursions cause trse ®lape to deviate from
the ideal shape as assumed by the small-signal model. Beohtisis, the small-signal
model predicts a smaller amount of noise to be present in lteecfil signal than is the
case in reality. This caused the theory to predict a betsalugon than could actually
be measured. Using measured pulse shapes, a more accerdittipn was made, which
is in agreement with the measurements. A simple large-sigodel was constructed
to simulate pulse shapes based on the sensor parametefsthi§imodel, the energy
resolution can be described as a function of the size of tharsion over the transition
(equivalent to different X-ray photon energy or device hesgtacity). The model can
be used for performance prediction at arbitrary X-ray eigsrgnd for improved sensor
optimisation.

Finally, we have looked at the requirements that using fhge bf sensor in a space-
borne instrument puts on the devices. They were testedd@tian hardness and stability
over time. For use in an instrument, imaging capability guieed. This makes it neces-
sary to use an array of microcalorimeters. Among the chgiemelated to the design of a
microcalorimeter array are the uniform coupling of the fgxe the cold bath, the lay-out
of the electrical wires and multiplexing of the signals.



SAMENVATTING

Dit proefschrift beschrijft de ontwikkeling en de natuuride van een rontgenmicroca-
lorimeter. Dit is een sensor voor het meten van de energietsigenstraling. De mi-
crocalorimeter meet de temperatuurverhoging die het gasolan de absorptie van een
rontgenfoton. Aangezien de in dit proefschrift beschnesensoren geproduceerd worden
met behulp van fotolithografische technieken, hebben zeafgehijkheid om, in combi-
natie met geschikte rontgenoptiek, tot afbeeldende nastamengesteld te worden. De
beschikbaarheid van een afbeeldende rontgenspectnrometeeen hoog energieschei-
dend vermogen zal een aanmerkelijk invloed hebben in deestarnde en de materiaal-
analyse. In de sterrenkunde verschaffen rontgenspadétrariatie over hoogenergetische
processen in het heelal. In de materiaalanalyse kan ddwairuen de samenstelling van
materialen bepaald worden. Het hier beschreven werk waldidydoor de eisen voor
een instrument VOOXEUS, een toekomstig astrofysisch observatorium in de ruimte.

De microcalorimeteris gebaseerd op een supergeleidesalenormale faseovergangs-
thermometer (TES). Dit is een supergeleider die in de zealisravergang van superge-
leidend naar weerstandshebbend gedrag ingesteld wordtemetiektrische spanning. In
de overgang is de elektrische weerstand zeer gevoelig \varanderingen in de tempe-
ratuur, zodat de TES een goede omzetter is van temperataumegrstand. Het weer-
standselement is op eenvoudige wijze op te nemen in eerristdkuitleescircuit. De
TES is gekoppeld met een koudebad dat een temperatuuesriéerormt. Een met een
spanning ingestelde TES profiteert van negatieve elekenttische terugkoppeling, het-
geen de sensor stabiliseert en de reactietijd verkort. higéescheidend vermogen van
de microcalorimeter wordt beperkt door ruis. In dit proéfsit wordt deze ruis in detail
bestudeerd, zowel in experimentele sensoren als door iniddeimulaties.

De specificaties van de microcalorimeter zijn onderwormeneen aantal beperkin-
gen. In het bijzonder is er een afweging tussen absorptieraent, detectoroppervlak en
scheidend vermogen. De sensor beschreven in dit prodtistgeoptimaliseerd volgens
de eisen van deeus missie. De sensor wordt gemaakt door middel van bestaagig Si
bewerkingsprocessen op microschaal en dunne-film fotgitfische technieken. Voor
het testen is er een aantal eisen waarvan stabiele badtengreen instelspanning de
belangrijkste zijn.

Verschillende sensoren met vierkante absorptie-elemewteden gemaakt en getest.
Bij een bedrijfstemperatuur van 0.1 K was hun energierdisotingeveer 4.5 eV voor
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rontgenfotonen van 5.9 keV. Dit komt overeen met een semeidvermogen van 1300.
Bovendien werd een sensor met een groter, overhangengéibsslement met een ‘pad-
destoelvorm’ getest, met een soortgelijk resultaat. Deeegieresolutie is bevredigend,
maar niet zo goed als voorspeld werd door de theorie. Deraségjling werd onderzocht
en vormt de kern van dit proefschrift. Het verschil tussethé®rie en de metingen werd
verklaard door een combinatie van twee effecten:

Ten eerste kan er, omdat de TES en het absorptie-elememtdaftifke delen van
de sensor zijn, een energie-uitwisseling plaatsvindesetubeide. Dit heeft een interne
ruiscomponent tot gevolg, die de energieresolutie venséet Door de sensorgeometrie
te veranderen waren wij in staat de spectrale dichtheid ea®e duiscomponent te be-
invioeden en te verminderen. Door gebruik te maken van eemengke ruissimulatie
werd een aantal geometrieén geévalueerd. Een analytsbhand werd afgeleid voor de
grootte van deze interne ruiscomponent als functie van dengtrie. Gebaseerd op de
kennis over de invloed van de geometrie op de ruis werd eeptipealiseerde geometrie
ontworpen.

Ten tweede is er naast de ruis een ander effect dat een Jersotwrzaakt tussen
de theoretische en de gemeten resolutie. De voorspeldkitiesis gebaseerd op een
klein-signaalmodel, dat beperkte uitwijkingen over dergamg van de TES aanneemt.
Voor daadwerkelijke rontgenpulsen die een aanmerkeéifd dan het dynamisch bereik
van de TES gebruiken is dit model onjuist gebleken. De grittgjkingen veroorzaken
dat de pulsvorm afwijkt van de ideale vorm zoals die aangemowordt door het klein-
signaalmodel. Hierdoor voorspelt het klein-signaalmatieler een kleinere hoeveelheid
ruis aanwezig is in het gefilterde signaal dan in het echt bedlgs. Dit zorgde ervoor
dat de theorie een betere resolutie voorspelde dan daaehjledemeten kon worden.
Door gebruik te maken van gemeten pulsvormen werd een nauigke voorspelling
gedaan die in overeenstemming is met de metingen. Een edigugnoot-signaalmodel
werd opgesteld om pulsvormen te simuleren op basis van d@gmErameters. Met dit
model kan de energieresolutie beschreven worden als &uvati van de grootte van de
uitwijking over de overgang (overeenkomend met versamdéerontgenfotonenergie of
warmtecapaciteit van de sensor). Dit model kan gebruiktienrvoor het voorspellen van
de prestaties bij willekeurige rontgenenergieén en veobeterde sensoroptimalisatie.

Tenslotte hebben we gekeken naar de eisen die het gebrudevesensor van dit type
in een instrument in de ruimte stelt aan de componenten. efiflen getest op stralings-
hardheid en stabiliteit over lange duur. Voor gebruik in estrument is de mogelijkheid
tot het maken van afbeeldingen vereist. Dit maakt het ndaaifle om een raster van
microcalorimeters te gebruiken. De uitdagingen met bé&trgktot het ontwerp van een
raster van microcalorimeters zijn onder andere de unifdtoppeling van de beeldele-
menten naar het koudebad, de lay-out van de elektrischtugangen en het multiplexen
van de signalen.
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