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1. Introduction
The motivation to build a prototype cryogenic imaging spectrometer is to demonstrate technological readiness for future mission opportunities like the Japanese YAXA X-ray missions DIOS (2009) and NEXT (2012), the ESA X-ray observatory XEUS (>2015), the NASA X-ray observatory Constellation-X (2017) as well as potential National missions, like ESTREMO (ASI, 2012).

The EuroCryospectrometer also creates a clearly specified near-term goal, thereby enabling useful participation of partners. Obviously it will improve the strategic position of Europe in the field of cryogenic instrumentation.

At the present phase of the program the EuroCryospectrometer should be situated somewhere between a scientific laboratory model and an engineering model, thereby fostering all essential technology developments without having to be complete nor space-qualified.
So it should make use of an ADR type of cooler, since that is the type of cooler foreseen in space, but the cooler does not have to be space qualified. Similarly the electronics should on essential parts be close to what is envisaged for space, but doesn’t require space qualification or space-qualified parts. Non-essential elements can be commercially purchased at this stage.

The level of automation should enable adequate level settings and control by software, and collection of housekeeping and science data so that traceability of performance test runs is insured. Extremely important are grounding and shielding philosophy so that tests can be performed in laboratories outside shielded rooms.
2. Science requirements
The EuroCryospectrometer should meet the science requirements of the low-energy narrow field instrument on XEUS. These specifications are summarized in table 2.1.
Table 2.1 Low-energy narrow field instrument requirements

	Spatial resolution element   -    pixel size
	2 arcsec              -                       500 µm

	Field of view              –             array size
	1 arcmin - 32 × 32 resolution elements

	Energy range      -     Detection efficiency
	0.1 – 2.5 keV      --       >90% for 1-3 keV

	FWHM energy resolution
	1 eV @ 0.1 - 2 keV 

	Countrate    –       Effective time constant
	>250 c/s/pixel         --                    100 µs

	Background rejection
	> 95% (minimum ionising) particles


The spatial resolution is driven by the resolution of the X-ray telescope. That is specified to 5 arc sec with a goal of 2 arc sec. The resolution given in the table is compatible with the specified telescope resolution, i.e. a factor 2.5 over sampling. 
Given the degraded spatial resolution of the present XEUS telescope compared to the original ideas, the field of view doubles for the same array size of 32 x 32 pixels. For the EuroCryospectrometer prototype we will aim at a sensor of at least 5 x 5 pixels
The maximum value of the energy range is chosen such that it contains the 6 keV Fe-K complex for redshift z > 2.5. The lower edge should be pushed as low as possible. It does totally rely on the quality of the X-ray entrance and Sub-mm – XUV rejection filters. Some efficiency should be left at energies as low as 0.1 keV.
The energy resolution is a key parameter for the XEUS mission. For the low energy cryo-instrument that should be as good as 1 eV FWHM over at least 0.1 – 2 keV. This characteristic is regarded the most significant design parameter, so if required one could consider to trade field of view (pixel size) for energy resolution.

Countrate should obviously be maximized. Present knowledge on TES indicates that an effective time-constant as fast as τ = 100 μs can be obtained.  Experience with the Astro-E2 experiment indicates that pulses can be separated from each other if they are at least 7τ, and when the baseline of the instrument is stable. That indicates that 250 c/s can be reached, but with a pile-up fraction of 17.5%.

Background rejection has to come mainly from the fact that minimum ionizing particles do deposit an amount of energy in a pixel well above the upper energy range. So the absorber mass (g/cm2) has to be high enough to account for that. Typically in high-Z materials the deposition of minimum ionizing particles equals 1.1 – 1.5 MeV/( g/cm2). So in order to deposit more than 3 keV the absorber thickness has to be > 2.7 10-3 g/cm2.
3. System aspects
The EuroCryospectrometer prototype comprises all the crucial elements of a similar space experiment. In underneath figure 3.1 we give a system schematic of the prototype that contains most of the system elements.

[image: image1]
Figure 3.1 A schemetic of the EuroCryospectrometer prototype showing most of the elements required. 

The heart of the instrument is obviously the TES-array read-out by a SQUID-based frequency domain multiplexer. Furthermore the system requires an adiabatic demagnetization refrigerator (ADR) to cool the sensor bath to approximately 50 mK. To enable external X-ray sources the cooler has to be equiped with a radiation entrance window. This entrance window requires a set of filters with good X-ray transmission in the 0.1 – 3 keV energy range and very high stooping power for the IR – XUV energy band. Obviously the system requires a signal processing unit in combination with suitable analysis software to process the data. The system has to be designed such that not only science data, i.e. X-ray spectra,  become available. In addition we will require data for sustem set-up and system characterization, like V-Φ measurements on the SQUIDs and I-V measurements of the sensors. Furthermore we like to be able to assess the system noise at various points in the electronics circuit.

The system should be controlled by a software based control system enabling setting and controlling of the system by means of command files and logging and housekeeping data.

At this phase of the program we don’t have to work to a space-qualified level, but we have to make sure that the most central aspects of the instrument are as close as possible to a configuration that could be used in space as well.

In the forthcoming paragraph’s several aspects of the system will be discussed into more detail. We should also realize that the schematic of the system above is in a very premature status and that a signifcant amount of work will be required to arrive at a optimum system design.

4. Sensor requirements and design parameters
4.1 Energy resolution and dynamic range

The foremost performance parameter is the energy resolution of the micro-calorimeter. This can be given by:
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with kB the Boltzmann constant, T the operating temperature of the sensor and C its heat capacity. The constant ( is given by the following equation.
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with ( = T/R dR/dT the thermal coefficient of resistance of the thermometer, L0 the loop gain of the electro-thermal feedback, which equals (/n in case of T0 << T, n the power of the thermal conductance, which equals about 3.8 for our sensors and ( = n/(2n+1) ( 0.5 a reduction factor for the phonon noise of the device due to the thermal gradient over the heat link. In most cases, when (/n >> 1, the second term of relation (2) can be neglected, which leads to the following approximation for the theoretical energy resolution
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(3.3)

The dynamic range requirements for the low-energy cryo-experiment on XEUS are quite resonable. The requirements ask for optimum performance up to 3 keV with a baseline resolution of 1 eV FWHM. The relations for the energy resolution have already been given before. The photon energy for which the sensor saturates is given by ESAT = (T x C with (T the temperature difference between the TES bias point and the temperature for which the thermometer becomes normal conducting. For the purpose of this exercise we will assume an exponential function for the thermometer resistance as a function of temperature, i.e.
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RN is the normal state resistance, TC the super conducting transition temperature and (T the characteristic (1/e) width of the thermometer. It is easily derived that ( = T/(T. This thermometer function is quite close to the one used in the other work packages of the CIS contract, but easier to use analytically. Making use of this thermometer relation allows for a simple analytical relation for the saturation energy, i.e.
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Both the theoretical FWHM energy resolution (3.3) as well as the saturation energy (3.5) are given in figure 3.1 as a function of C/(  for T = 100 mK and r = 0.1. 

To design for both the energy resolution and saturation energy requirements figure 3.1 can be used in the following way. A 1 eV FWHM energy resolution can be obtained for C/( < 6.1 10-15 J/K and a saturation energy of 3 keV is obtained for C/( >2.1 10-15 J/K. So a range of C/( does exist to satisfy both these requirements. 

In practise the measured resolution at various TES instrument development teams is worse than the theoretical limit by about a factor 2 – 4. In the case of SRON the discrepancy is about a factor 2.5. The origin for this discrepancy isn’t very well understood yet, but efforts are directed at solving this theme in various research groups. So in case we design on the basis of present achievements the 1 eV requirement should be taken as a 1/2.5 = 0.4 eV requirement. That requirement can be met for C/( < 0.98 10-15 J/K. The saturation energy for that particular C/( value equals 1.5 keV, smaller than the 3 keV upper energy range. Since the saturation energy is not a hard limit in the device response, higher energies can still be measured adequately, though with some degradation of energy resolution and increase in event time. 

4.2 Small Signal Response Time

Having made use of the heat capacity C and the thermal coefficient of resistance ( for meeting the requirements on energy resolution and dynamic range, the parameter left for setting the response time of the sensor is the dynamic heat conductance G to the bath. Obviously G is directly related to the power P flowing to the bath. In case of low bath temperature P = GT/n. As we know the small signal response time ( is given by
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For the experimental achievable resolution sofar one requires C/( to be equal or smaller than 1 10-15 in order to obtain 1 eV energy resolution. For that particular value and T = 100 mK one requires 1 pW power for every pixel in order to obtain a 100 (s signal decay time. If one would obtain the theoretical energy resolution limits than C/( ( 6 10-15. In that particular case the power required for a 100 (s pixel speed becomes ( 6 pW per pixel. 

4.3 Temperature

The device performance improves for lower temperatures. We have chosen a device operating temperature of 100 mK, which implies a bath temperature of approximately 50 - 60 mK. This should be readily available for an ADR or dilution fridge based cooling system. Margin does still in the temperature selection, which should be addressed in the near future.
4.4 Thermometer thermal coefficient of resistance.

So far SRON makes use of TiAu bi-layer thermometers. Typical thicknesses used are 14 nm Ti and 50 nm Au for a TC of approximately 100 mK. The normal state resistance of such a TES is about 0.3 (/square. The thermal coefficient of resistance ( for such a TES does depend on the bias conditions as well as on the absorber interface to the TES. Measured values for X-049 at a bias power level of approximately 10 pW give an average α of typically 100.

So we typically work with a TES with ( ( 100 for a bias power of 10 pW. With the exponential type of R(T) curve this translates in a 1/e width of the transition (T = 3.3 mK for TC = 100 mK. It might be so that in case of lower power levels and other absorber interfaces to the TES the thermometer still gets steeper. That would result in a higher available heat capacity for a similar resolution limit.
So far little experimentation and design has been devoted to the engineering of (, by means of very specific thermometer geometry, (partial) shielding of the bias current induced magnetic field, optimisation of critical current, etc. If that becomes available ( might become a design parameter. Till then we have to accept the typical characteristics given above.

4.5 Heat capacity

The heat capacity of the device is given by the sum of the TES and the absorber heat capacities. So the total value depends of the size of the TES, the size of the absorber and the used materials. For XEUS the pixel size has been chosen to be 500 x 500 (m2. So the outer dimensions of each absorber will be very close to that. The thickness of the absorber is set by the requirements on X-ray absorption efficiency.  Of the normal metals and semi-metals Bi has the best ratio of absorption efficiency over heat capacity. Potential other materials are superconductors. The optical depth of these materials as a function of X-ray energy is given in fig. 4.2.
[image: image8.wmf]
Figure 4.2 The attenuation length of several suitable absorber metals as a function of X-ray energy

For the Bi-absorber 90% absorption efficiency over the full energy range requires a thickness of about 2.5 μm. Tantalum would be a better suited material since 1 μm thickness would be sufficient. 
The heat capacity of such a Bi-absorber would be 2.4 10-13 J/K, while the Ta heat capacity would be about 3 10-15 J/K. Both layers will require a normal metal backing layer for improved heat conductance and thermalisation in case of the superconducting absorber. The Cu-backing layer for the Bi-absorber is estimated to require about a 20 nm thickness, while for the thermalization of the superconductor probably 50 nm will be required. The heat capacities for these respective layers are 4.9 and 12.2 10-14 J/K. So the respective absorbers can be made for about 2.9 and 1.25 10-13 J/K.
The normal heat capacity of a 100 x 100 μm2 TiAu thermometer equals 8 10-15 J/K @ 100 mK. At a bias position r = 0.1 the heat capacity equals 1.83 10-14 @ 100 mK. Comparison with the absorber heat capacity indicates that thermometers as large as about 300 x 300 μm2  have still an acceptable heat capacitance. In that case the heat capacity of a 0.5 x 0.5 mm2 pixel becomes 2.9 – 4.5 10-13 J/K. The energy resolution expected on the basis of the present achievements at SRON equal 2.9 – 3.6 eV, while the theoretical limits are 0.7 – 0.9 eV. Reduction of the transition temperature to 80 mK would improve these figures by a factor 1.32 and reduction of the pixel size to 400 x 400 μm by another factor 1.25. In that case the respective energy resolutions become  1.8 – 2.2 eV and 0.46 – 0.6 eV. Given the present unknowns this is quite a reasonably realistic approach.
4.6 Heat Conductance

The heat conductance is adjusted by membrane size, thickness and geometry. Ample experience exists in the range of 2 – 20 pW per pixel. This can be transferred to heat conductance by G ( nP/T. For the present design with C = 2 – 3.6 10-13 J/K @ 100 mK the power required for an event time τ of 100 (s equals   2 – 3.6 pW.
4.7 Background rejection
The energy deposit by minimum ionizing particles in the absorber layers equals 1.8 keV and 2.7 keV for the Ta and Bi-absorbers, respectively. This badly enough is inside the sensitive range of the instrument. Therefore means have to be considered to seriously increase the absorber thickness without compromising the heat capacity of the instrument. In case of the Ta-absorber its thickness can be increased at almost no increase of heat capacity. So use of high thickness superconducting absorbers is a potential way to go. Increasing the thickness of Bi is not feasible given the cost in heat capacity and thereby energy resolution. Backing of the Bi absorber by a thick non-metallic layer might be a way to go.
4.8 Sensor design summary
In the table 4.1 the sensor design parameters are summarized. 

Table 4.1 Sensor design parameters
	Parameter
	Bi-absorber
	Sn-absorber

	Pixel size
	400 x 400 μm2
	400 x 400 μm2

	Transition temperature
	80 mK
	80 mK

	Absorber thickness
	2.5 μm
	7.5 μm

	Cu-backing layer
	20 nm
	50 nm

	Absorber heat capacity
	1.75 10-13 J/K
	9 10-14 J/K

	Thermometer size
	240 x 240 μm2
	240 x 240 μm2

	Thermometer heat capacity
	6 10-14 J/K
	6 10-14 J/K

	Total heat capacity
	2.5 10-13 J/K
	1.5 10-13 J/K

	Decay time
	100 μs
	100 μs

	Bias power
	2.5 pW
	1.5 pW

	Energy resolution
	0.5 – 2.0 eV
	0.4 – 1.5 eV

	Saturation energy
	2.9 keV
	1.8 keV

	Minimum Ionizing particle energy
	2.7 keV
	6.0 keV


5. Proposed sensor 
Proposed for the EuroCryospectrometer prototype is a 5 x 5 pixel sensor  array that is currently under development within the ESA TRP CIS contract. Present aim is to design this sensor according to the requirements and design parameters discussed in the above sections.
6. Electronics requirements and design parameters

In this section the electronic requirements for the read-out of a single pixel

are given . The additional requirements for a multiplexer will be discussed later on.
6.1 Noise levels

The noise current spectral density in at the output of the TES is dominated by thermal fluctuation noise over the weak link to the bath for frequencies below feff = (2πτeff)-1 = 1.6 kHz and by Johnson noise of the thermometer resistance above that frequency. The noise current spectral current density for both terms equals (2nkT/R)1/2 and (4kT/R)1/2 under DC bias, respectively. In case of AC operation the noise levels, are present at either side of the carrier frequency. The thermal fluctuation noise dominated noise level below feff  is reduced by a factor √2 and the noise in the lower and upper frequency band are correlated. The Johnson dominated noise level above feff is unchanged and the noise in the lower and upper frequency band are uncorrelated.

Obviously the input current noise of the SQUID for the read out of a single pixel has to be a factor β lower than the sensor noise. Through this document we assume β = 3, so that in case of proper matching between sensor and SQUID the signal to noise decreases by only 5.4%. In case of AC-bias we have to take into consideration that the sensor noise at either side of the carrier frequency is correlated for f < feff and the SQUID noise, added after modulation, not. So in case of AC-bias a factor β/√2 has to be used.

For the present sensor design RN = 0.3 Ω the bias resistance R = 30 mΩ So the SQUID noise level insq has to fulfill insq <   5.6 pA/√Hz both for DC and AC-bias. Eventual modifications of the noise level requirement at a later stage can be accounted for by change of the mutual inductance of the SQUID input coil.

6.2 Dynamic range

The dynamic range at the output of the sensor is defined as the maximum current change ΔI with respect to the noise current spectral density in . For a voltage-biased sensor the bias current  Ib = Vb/R with R = r.RN the bias resistance. The maximum current change takes place between the bias point resistance r.RN and the saturation resistance RN and equals:
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So in case of DC-bias the dynamic range is given by:
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(5.2)
with n ≈ 3.8 the exponent of the thermal conduction to the bath. In case of AC biasing with idle current cancellation the maximum current change  ΔI  increases by a factor 2√2 due to two current polarities and the effective AC power and the noise spectral density for f < feff reduces by a factor √2. Obviously the dynamic range for the SQUID read-out has to be larger by a factor beta so that the SQUID noise does not contribute significantly to the device performance. In case of AC-bias this factor actually reduces to β/√2. So in case of AC-bias the required SQUID dynamic range is enhanced by a factor 2√2. So the required dynamic SQUID range for one pixel equals 1.5 106 and 4.2 106 for DC and AC bias, respectively.

These values are rather conservative, since the chosen bias point r = 0.1 has to be regarded as a mimimum value.

6.3 Bandwidth and stability

Stable operation of the sensor requires that the electronic timeconstant  τel = L/R of the bias circuit is faster than the detector falltime τeff which is set to 100 μs. For  τel = τeff the circuit becomes unstable and starts oscillating. For a critically damped pulse one requires that τeff  > (3 + 2√2). τel. In case of a smaller bias circuit bandwidth, larger τel, the pulse approaches the baseline faster, however at the expense of throughshoot and ringing. A compromise between required bandwidth and pulseshape often chosen in electronics signal processing applications takes τeff > ½ (3 + √5).τe. For that case the pulses have a throughshoot of about 16%. For  R = 30 mΩ the DC-bias circuit requires circuit inductances L < 514 and 1146 nH for the critical and optimum damped case, respectively. Proper calculations indicate that in order to meet stability in the AC-bias circuit the inductance L has to be half that for DC biasing, i.e. 257 and 573 nH, respectively. Stability is automatically met for higher biaspoints (r > 0.1)
During X-ray pulses, resulting in a temporary increase of R, the bias circuit bandwidth increases. For large pulses the bandwidth saturates at (2πrτel)-1 . So this bandwidth is required in case of large events. For the above given values that equals 92 and 42 kHz for the critical and optimum damped DC case and 185 and 84 kHz for the AC case, respectively

6.4 Electronics requirements summary for single pixel read-out

In table 6.1 we summarize the electronics requirements for single pixel read-out.
Table 6.1 Electronics requirements for single pixel read-out

	Subject
	AC-bias
	DC-bias

	Dynamic Range
	4.2 106 √Hz
	1.5 106 √Hz

	Input noise SQUID
	5.6 pA/√Hz
	5.6 pA/√Hz

	Bandwidth (critical/optimal damped)
	185/84 kHz
	92/42 kHz

	Inductance (critical/optimal damped)
	257/573 nH
	514/1146 nH


As a baseline we select the optimum damped AC-bias case. The values corresponding to that are made red in the above table.

6.5 Channel seperation and FDM bandwidth 
The bandwidth required for an FDM system is driven by the number of channels M and the packing density fp of the frequency bands, i.e. BFDM = fpMBel  with Bel = RN/2πL the electronic bandwidth of each detector pixel in its bias/filter circuit at maximum signal level. The packing density is limited by wide band noise contributions from neighbouring pixels, cross-talk between neighbouring pixels, and the engeneering accuracy of the filter frequencies.

The noise contribution from neighbouring pixels can be calculated analytically. We take the worst case situation by incorporating thermal fluctuation noise from the TES in addition to Johnson noise. In that case the noise level for frequencies above 1/2πτeff with τeff the effective sensor time constant, is about twice the phonon noise level. The resolution degradation due to noise from ''quiet'' neighbouring pixels can be approximated by (1+(r/fp)2)1/2. Biased at r = 0.1 this enhances the noise by 0.6% for fp = 1, 3.1% for fp = 0.5, and 11.7% for fp = 0.25. So quite close packing is quite well possible from a noise point of view.

The amount of crosstalk is slightly harder to calculate analytically, so a simple numerical model for two adjacent channels is used to simulate the amount of crosstalk between neighbouring channels. The simulations have been performed for a small and large signal, 5.5 and 94% of saturation, as a function of fp and the cut-off frequency of the demodulation filter. The

results are compiled in table 6.2
Table 6.2 Crosstalk levels due to limited channel seperation

	Packing density fp
	Small signal (5.5%)
	Large signal (94%)

	0.25
	1.4 10-2
	2 10-3

	0.5
	3.7 10-3
	1.2 10-3

	1.0
	9.1 10-4
	4.7 10-4

	2.0
	2.4 10-4
	1.4 10-4


In order to obtain negligable crosstalk levels, ≈ 10-4, a packing density fp ≥ 2 is required. Smaller values are oviously possible, but then we will require crosstalk correction algorithms. For M = 32 and  fp = 2 the required bandwidth BFDM = 5.4 MHz.
6.6 Mixing due to SQUID non-linearity and Flux-locked-loopgain requirement

The alinear SQUID response results in higher order harmonics at the output and in case of several input signals even in mixing products. Theoretically the

original signals can be fully recovered in case a unique inverse transformation of the SQUID response exists, which is the case as the SQUID is used within the monotonous part of its I - Φ relation, i.e. for |Φ| < ¼ Φ0. The SQUID response for |Φin| < ¼ Φ0 can be described by a polynomial with coefficients k0, k1, k2, k3, so that Iout = k0+ k1.Φin + k2.Φin2 + k3.Φin3 + ….with Φin  in units of Φ0. As an example for two coincident signals at frequency f1 and f2 the 2nd order term creates a signal at frequencies 2f1, 2f2 , f1 – f2 , and f1+ f2. The third order term subsequently create frequencies at  3f1, 3f2 , 2f1 – f2 , 2f2 – f1, etc
For further discussion we assume that the carrier frequencies are sufficiently

suppressed by idle-current cancellation , so that their mixing products can be neglected. In that particular case only the mixing products and higher harmonics of (nearly)-coincident signals in two pixels can have impact on the derived energy for each channel, in particular if the frequency of a mixing product or higher harmonic falls together with that of one of the active pixels.

Obviously it would be best if the SQUID alinearity and input signal Φin were small enough, so that deviations from the true input energy due to contamination by higher harmonics and mixing products of coincident events are smaller than the required resolution, i.e. about 1 eV. So for the largest pulse, about 3 keV, this would mean that only a fraction of 10-4 would be allowed, which means that k2.Φin + k3.Φin2 + k4.Φin3 < 10-4.k1. So alinearity restricts the allowed amplitude Φin of the input signal. However, use of a flux-lock-loop with loopgain LFLL gives an appreciable improvement in this situation, since it decreases the input signal Φin at the SQUID by a factor 1 + LFLL and it linearizes the SQUID response so that also the non-linearity coefficients k0, k1, k2, k3 decrease approximately by a factor 1 + LFLL as well.

[image: image11]
  Figure 6.1 As a function of error signal at the SQUID input, and of FLL gain are given the maximum signal for three different SQUID noise levels and the mixing levels.
In fig. 6.1 we have calculated the total fraction of higher harmonics and mixing products as a function LFLL and error signal Φin/(1 + LFLL) at the input of the presently available VTT SQUID.  In this figure also maximum signal levels are given for a dynamic range of 4.2 106 √Hz and an effective SQUID flux noise levels of 2, 4 and 8 10-7. For these calculations the non-linearity of the VTT SQUID under development for this contract has been used. A polynomial fit to its I – Φ curve for | Φ| < 0.2 Φ0 , gives the following coefficients: k0 = 2 10-4, k1= 3.52 10-4 ,  k2 = -1.37 10-4 ,  k3 = -2.64 10-4 , k4 = -4.75 10-3 , k5 = -8.2 10-3.
In order to meet both the required dynamic range and a the 10-4 level of mixing products a FFLL > 39 is required for a SQUID flux noise of 210-7 Φ0/√Hz. For a factor 2 higher noise the loopgain has at least to be 55. Such high gains for a bandwidth of 5.4 MHz can only be obtained by means of base-band feedback.
6.7 Common impedance and filter coil coupling

Two type of parasitic effects do limit the performance of FDM. The first one is due to the fact that the common impedance of the summing point ZC, shown in fig. 5.2 is not equal to zero, since it consists of the inductance of the SQUID input coil and the stray inductances in the common wiring. The second one is due to magnetic coupling between the closely packed LC filters.
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Figure 6.2 Schematic of frequency domain multiplexed read-out indicating the TES sensors as the actual mixers, the bandpath filters, the summing point and the common impedance Zc.

When the common impedance ZC at the summing point is not equal to zero,

the summed bias currents will induce a voltage across it as already discussed during the discussion on summing topologies. As a result of that each TES is not only biased by a voltage at its own frequency, but also at the frequencies of the neighbouring TESes. The amplitude of the resulting parasitic bias currents depends on ZC/Zi  with Zi the impedance at a particular bias frequency of the neighbouring detector bias circuits, which are dominated by the noise blocking filters for off-resonance frequencies.

Two effects can be distinguished as a result of these parasitic bias currents. First, the parasitic currents lead to an effective increase of the series resistance in the TES bias circuits, resulting in a decrease of the electrothermal feedback. Secondly, the parasitic currents will be amplitude modulated by the signal, leading to cross talk effects, i.e. modulation of the same carrier frequency by multiple TESes.

For the case of two TESes operated at frequency fi and fi + fp.Bel the ratio ZC/Zi  ≈ fi .Lc/2fp.Bel.L with L the inductance of the filters. The ratio increases for higher frequency fi, which is unattractive for applications demanding a high bandwidth. This can be avoided if a capacitor is applied in series, so that ZC = 0 at the median frequency fmed of the set of carrier frequencies. In that case the effect equals zero at fmed , and scales with Lc/2L elsewhere.

The more realistic situations with many TESes have to be solved numerically.

Simulations show that the crosstalk effects are independent of channel seperation fp.Bel and chosen frequency range, but do scale with the number of pixels M. For our application we estimate that LC < 2 nH and L = 573 nH. In case of 32 channels and LC/L< 0.4% the amount of crosstalk between one channel and its nearest neighbour for this configuration is about 3% in amplitude. Since the microcalorimeter is a power detector the maximum crosstalk level to a nearest neighbour is then 0.1%.

One should however realize that this is a worst case situation.  The presence of a FLL chain will reduce the inductance of the SQUID input coil and the common lines between that coil and the summing point by 1+LFLL. In case the remaining parasitics are 0.8 nH the maximum crosstalk level to the nearest neighbour could become 10-4. So the effects due to the remaining common inductance become negligable small.

Magnetic coupling between the closely packed filter coils results in an additional voltage source in channel i due to the current in channel j and vice versa. The normalized parasitic current due to that effect equals 0.5kfi /(fi – fj) It is clear that the effect can be minimized by reducing the coupling constant k between neighbouring coils and by optimization of the frequency seperation for geometrically neighbouring coils. The coupling between two adjacent washer coils of 105 nH equals about 2 10-3 for a spacing of 1 mm. AS shown in the above formula the impact depends strongly on fi – fj , so it is advantages to separate the frequencies for neighbouriung coils as far as possible. Simulations for a “mixed”frequency arrangement indicate that about 1% voltage crosstalk and 10-4 power crosstalk can be obtained for k < 5 10-3. So it seems that coil coupling crosstalk should not be a serious problem.
6.8 Frequency domain multiplexing requirements

The requirements discussed in the above sections are summarized in table 6.3.

Table 6.3 FDM requirements (see also table 5.2)

	Subject
	Value

	Channel seperation
	168 kHz (fp = 2)

	FLL gain
	39 – 55 for 0.2 – 0.4 μΦ0/√Hz SQUID input noise and measured VTT SQUID linearity

	Common impedance
	< 0.8 nH after reduction by feedback

	Coil coupling
	k < 5 10-3


7. Frequency domain multiplexed concept and building blocks
7.1 Summing topology and filter requirements
The most obvious summing scheme for the TES detector is current summing into a single wire as shown in fig. 6.1.

[image: image13.wmf] 

Fig. 7.1 Each row is biased at a different frequency f1, f2, f3, … and each column is summed and read-out by one SQUID. Each sensor has an LC-filter tuned at its specific bias frequency. These filters are required to prevent the addition of wide-band Johnson noise from each TES.
LC filters are part of the bias circuit for each detector pixel. To meet electro-thermal stability the inductance L = 573 nH. The capacitor values depend on the chosen carrier frequency by fi = 1/2π√LCi . For 1 - 10 MHz carrier frequencies the capacitance values lie in between 44 – 0.44 nF, respectively. The noise blocking filters have to meet several important requirements.

The first one is that the equivalent series resistance (ESR) of the capacitor should be significantly smaller than the 30 mΩ bias resistance of the TES in order to garantee optimum voltage bias and the ability to AC-bias low in the TES transition. A value 3 mΩ is a conservative starting position.

The second requirement is that in case of close packing of the 32 filterbands the central frequencies of each filter have to be set rather accurately. For a packing density fp = 2 the band seperation equals 168 kHz kHz.  If one would require 10% accurate spacing the frequency accuracy has to be met with 16 kHz.
The third one is related to the question how accurate the bias frequency has to be positioned with respect to that of the filter frequency. In case we would like to keep the imaginary impedance of the bias circuit <  3 mΩ then 4.π.Δf.L < 3 mΩ, which results in a frequency accuracy of 416 Hz almost certainly not attainable by standard fabrication accuracy. So either post-measurement tuning of the filter frequency or a bias source topology allowing for bias-frequency adjustment per pixel will be required.
Very low ESR type of capacitors require the fabrication of superconducting anodes and the use of low-loss dielectrics. In case of superconducting anodes

and leads, dielectric losses dominate the series resistance RESR. It can be shown that RESR = tanδ/ωC with tanδ = ε”/ ε’ the loss tangent of the dielectric material with ε’ and ε” the real and imaginary components of the dielectric constant. Making use of the resonance relation ω2 = 1/LC the above relation can be transferred to tanδ = RESR/ωL. So for RESR ≈ 0.1 R = 3 mΩ this results in a tanδ = 0.1.fst/ωτeff requirement that for fst = ½ (3+√5) equals 8 10-4 and 8 10-5 at 1 and 10 MHz, respectively. A literature search on capacitor dielectrics is summarized in table 7.1
Table 7.1 Dielectric characteristics
	Material
	Dielectric constant εr
	Loss tangent tanδ

	Si3N4
	7.8
	4 10-4

	Al2O3
	9.8
	2 10-4

	AlN
	8.8
	5 10-4

	Ta2O5
	17
	1.4 10-2

	Nb2O5
	43
	3 10-3


Both VTT and TRW have a process in place with a Nb2O5 dielectric. With εr = 40 this results in a specific capacitance of about 3.2 nF/mm2. Results from the LLNL-Berkeley collaboration indicate that the loss tangent equals about 310-3. Experiments performed at SRON with homemade capacitors on the basis of Ta2O5 dielectrics confirmed the poor loss tangent of 1.5 10-2 later found in literature. So it seems that the high εr dielectrics are not good enough for our application. For a commercial contract VTT made capacitors with Mo baseplates and  Si3N4 dielectric. Measurements of a few of these capacitors at SRON resulted in a loss tangent as small as 5 10-4 . 

Recently SRON has started with the fabrication of Al2O3–based capacitors with Nb or Mo anodes. The estimated specific capacitance for these device will be 1.7 nF/mm2, so that the capacitor sizes will range from 0.5 x 0.5 to 5 x 5 mm2 at 10 to 1 MHz, respectively. The technical challenge in the production of these capacitors is to achieve a very high capacitance accuracy. The most critical parameter is quite clearly the thickness uniformity of the dielectric layer, which for the sputter target sizes used, 7 and 10 inch, is expected to be about 1 - 2% for the use of 4 inch wafers. Improvement on these values might be achievable by thickness variation calibration and subsequent capacitor size tuning and/or by wafer rotation during deposition. Post-production tuning of the capacitors by size trimming is a potential other approach.

The production of magnetic inductance coils with L = 573 nH is a rather standard process without obvious difficulties. An inductor is generally layed out as a spiral-on-washer configuration as shown in figure 7.2
[image: image14.wmf]
Figure 7.2 Draft layout of a spiral-on-washer type of inductor

Its coupling inductance L = 1.25 μ0dwn2 with dw the washer hole internal diameter and n the number of windings. It can be shown that a washer diameter of 1/3 the outer diameter yields the optimum inductance per area. For a lead width and lead spacing w =3 μm the coil can be made for n=38 and an outer size of 0.75 x 0.75 mm2  So the size of the LC filters is slightly dominated by the capacitors. Sufficient spacing between individual coils is important in order to limit the amount of crosstalk due to inter-coil coupling. For a 2 mm distance the coupling constant k=2.10-3 which decreases with the square of the distance. 
7.2 SQUID amplifier chain requirements
The SQUID together with its amplifier chain has to meet the following requirements:

· Input fluxnoise level of 0.2 μΦ0/√Hz. This requirement is derived from the assumption that the linearity specified below is met and that a FLL-gain of about 40 can be realized.
· Response linearity such that 
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with Φin in units of Φ0. The above relation has still to be verified!
· Input current noise smaller than 5.6 pA/√Hz

7.3 AC-bias topology and requirements
In principle two multiplex topologies do exist for the connection of the AC-bias sources to the detector array, i.e.:
· One bias frequency per detector array row (see fig.6.1)
In this concept the it will be extremely important to tune the individual filters in each row to the same frequency. The accuracy requirement for this tuning is quite stringent, since:
· The filter impedance due to a frequency mismatch equals Z ≈ 4πL(f – f0). Ideally this values should be kept to a level as small as RESR = 3 mΩ. So for the present settings this requires a tuning accuracy of 416 Hz. The required tuning accuracy of the capacitor is then given by ΔC/C = - 2Δf/f which equals 8 10-4 to 8 10-5 for 1 and 10 MHz, respectively
· Incorrect tuning also causes loss of energy, since part of the signal becomes phase modulated. The estimate of the amplitude of this effect equals Z/2R, which would be 5% for the above values dirived above. This effect requires further analysis. 

· A comb of bias frequencies per column (see fig. 7.3)
[image: image16.wmf]
Figure 7.3 Topology of FDM read-out with AC-biasing by a comb of bias frequencies applied per column
In this concept the bias frequencies delivered to each column are tuned to the central frequencies of the available filters, so that fine tuning of the filters is not required. Due however to the finite sharpness of the filters part of the bias currents will also be injected in neighbouring channels. In case we separate the channels by 168 kHz (fp = 2) the amount of current goping to the nearest frequency neighbours is about 2.5%, which creates a power crosstalk level of 6.25 10-4 that is actually quite close to the specification of 10-4. 
The AC-bias sources do require a very high signal to noise quality. In first approximation this equals the dynamic range requirement of the electronics, i.e. 4.2 106 √Hz or 133 dBc. This value is difficult to get commercially but has been made at SRON relatively straightforward.
An explicit task, not carried out yet, is the design of the interconnections between bias source, shunt resistors (if required), filters, and detectors. Care has to be taken of the stray inductances of the respective bonding wires, so that coupling transformers might be required for an adequate design. See for this also section 9.
7.4 Baseband feedback
The gain-bandwidth product of any fluxed-locked loop feedback system is limited by the cable deleay between warm and cold electronics and the bandwith of the amplifiers used. Other groups have made FLL-electronics with a gain-bandwidth product of at least 25 MHz, so that cable delay does become the dominating factor. We have estimated that for a bandwidth of 3.25 MHz the maximum achievable loopgain is approximately 11 for a total cable length of 40 cm. So it will be impossible to position 32 channels into this bandwidth with a gain requirement of at least 39, unless the channel spacing is made so small that interchannel crosstalk becomes a mayor problem as well.
However, since the various high frequency AC carriers are deterministic, feedback of the low bandwidth signals only is in principle sufficient. Such a so-called baseband feedback system, is a solution since very high loopgains can be obtained for the signal bandwidth of 84 kHz. A schemetic of a baseband flux-locked-loop feedback system is shown if fig. 7.4
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Figure 7.4 Blockdiagram of the base-band feedback system. After amplification of the signal on the summing point of one detectro column the signal is demodulated. In a next step it is modulated again with control of the phase of the modulating function, so that instability is mainly caused by the phase shift of the signals and not any more of the carriers.
The ''baseband FLL'' system is more complex and appreciably less developed. It is however very attractive for its large loopgain in the signal frequency band. Since close packing of the various frequncy channels is not anymore a requirement, more frequency space is available for the M frequency channels, so that also interchannel crosstalk becomes negligable. A potentially different approach to baseband feedback is to filter out all the carriers after amplification, subsequently delay each of them such that carrier stability is met, and finally sum them again for feedback. A trade-off between both approaches should indicate which route is most suitable.
The heart of the instrument is obviously the TES-array read-out by a SQUID-based frequency domain multiplexer. Furthermore the system requires an adiabatic demagnetization refrigerator (ADR) to cool the sensor bath to approximately 50 mK. 
8. Adiabatic demagnetization refrigerator

The cooler for the EuroCryospectrometer should be an ADR, since that is also the cooler that will be used in space. An ADR has several characteristics that make it quite special in relation with a cryosensor array. This characteristics are:

· presence of a magnetic field from the cooler itself and the requirement to shield that as adequate as possible form the detector space and to keep it stable through the ADR cooling cycle

· temperature control of the system by regulation of the magnetic field.

· ability to have a rather short harness for the flux-locked-feedback loop, allowing for high gain-bandwidth

· entrance window at short distance from the sensor array

Given the importance of these parameters for good detector performance and their uniqueness in case of an ADR, an ADR is regarded the only serious choice for a prototype at this stage of the program.

A schematic of an ADR under development at Mullard Space Science Laboratory in the context of a cryogenic instrument on XEUS is shown in figure 8.1

[image: image18]
Fig.8.1 3-D drawing of the ADR under development at MSSL. The space outside the flange at the left side is the experiment chamber with its various thermal and magnetic shields.
Obviously this ADR has to meet certain requirements in order to make it fully suitable for the EuroCryospectrometer prototype. These requirements are as follows:

· temperature and temperature stability

The base temperature of the TES sensor array should be ≤ 40 mK. The stability of the base temperature should be such that the responsivity change ΔS/S ≤ 10-4. The dependence of the responsivity change on the bath temperature change is given by:
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For typical values like n = 3.8, L0 = 20, R = 30mΩ, R = 3 mΩ, β = 0.8, T = 80 mK, and Tb = 40 mK holds that 
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· Cooling capacity

For most of the experiments it should be possible to work with hold times of at least 16 hours. Earlier calculations on the heat input of all the leads and the detector array on the 35 mK have lead to the numbers in table 8.1 for the XEUS 32 x 32 pixel detector array.

Table 8.1 Thermal loads, temperature stability and stray magnetic field

	Item
	Temperature Stage
	Thermal load, T-stability, B-field

	Temperature stability
	35 mK
	< 50 (K/hour

	Stray magnetic field
	35 mK
	< 0.01 Gauss

	Stability stray field
	35 mK
	< 1 mGauss

	Load wiring 35 mK - 0.8 K
	35 mK
	5 nW

	Power in pixels 

Power in shunt resistors
	35 mK
	20 nW

200 nW

	SQUID power
	35 mK
	32 nW

	Wiring 0.8 K - 2.5 K
	0.8 K
	0.5 µW

	Wiring 2.5 K - 20 K
	2.5 K
	16 (W

	Wiring 20 K - 150 K
	20 K
	1.3 mW

	Wiring 150 K - 300 K
	80 K
	4 mW


The total amount of power load at the 35 mK stage equals 257 nW, so that the required heat capacity for 16 hours operation equals 4 μWh. In case of the prototype the thermal load will be quite significantly less, so that cooling power is probably not the limiting factor for the ADR single shot time period.
· Magnetic field

Stray magnetic fields do influence the performance of both SQUIDs and TES detectors. General practice is to shield the SQUID amplifiers by a combination of mu-metal and superconductor shields. The TES sensor itself creates a non-significant field by its bias currents and for optimum operation a magnetic field will be required for tuning to the optimum operation point, most likely close to Btotal = 0. Practise has shown that the responsivity of the device is magnetic field dependent. On the basis of present data (TBV) we will require a magnetic stability of 1 mGauss for a ΔS/S < 10-4. More analysis is required to set serious requirements on the magnetic field envirinment of the instrument chamber of the ADR.
· X-ray entrance windows

The X-ray entrance window not only serves as an X-ray entrance window, but it also functions for the rejection background radiation onto the sensor, thereby enhancing its noise level. In addition to optical and UV radiation the cryogenic detectro is extermely sensitive to near-infrared (NIR) radiation. This essentially blackbody radiation has the effect of degrading the energy resolution and decreasing the signal-to-noise ratio. A carefull design of the cryostat will be requird to remove this NIR load. All these filters require an X-ray throughput of at least about 10% at the lowest energies of 50 eV and an attenuation of NIR, optical and UV by 10-4 – 10-7.

Degradation of the detector noise level is given by:
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8.2
To a first approximation ΔErms = NEP.√τeff , so that for ΔErms < 0.2 eV and τeff < 100 μs we will require that NEPbackground < 3 10-18 W/√Hz. So more analysis will be required to set the ultimate requirements for space and the laboratory requirements for the prototype instrument. The fig. 8.2 give some data obtained by ESA.
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Fig.8.2 The figures show the transmission for X, optical and NIR radiation for a variety of materials. Taken from the XEUS IWG-report.
9. Sensor head
Present ideas on the sensor head is that it contains a structure that allows for mounting of the 32 x 32 pixel array, the LC-filters, and the SQUIDs in such a way that it allows for optimum electrical and thermal interconnections, good thermal and mechanical coupling to the “coldfinger” of the ADR and good interfaces to the electrical harness.

An initial (crude) design of such a structure is shown in fig. 9.1

[image: image26]
Fig. 9.1: Schematic of a potential sensorhead design. The circular structure on the lefthand side represent the ADR coldfinger. The square plane on the right side represent the sensor wafer with the array itself shown as a red square. The 4 wafers on the sides of the cube are reserved for the LC-filters, while the dark grey boxes on both sides contain the SQUIDs. Interconnections are shown schematically. No decision has been taken yet on the location of the shunt resistors
The sensorhead has the following functions, interfaces and requirements:

· Connection to the ADR “coldfinger” at a temperature Tbath < 40 mK with an excellent thermal coupling Ghead > 2.6 10-4 W/K for a 1mK temperature drop at a power load of 260 nW. This assumes that all the four components (detector, filters, shunt resistors, and SQUID) are mounted on the same head at equal temperature.
· Mounting of the detector chip to the sensorhead in such a way that:
· It takes care of thermal expansion differences

· Has a coupling conductance Garray > 2 10-5 W/K for a 20 nW load form 1024 10 pW pixels

· Allows for electrical interconnections to the LC-filters

· Mounting of the 4 (TBD) LC-filter chips, such that:

· It takes care of the thermal expension coefficients

· Creates enough space for the 1024 filters required. A crude estimate based on the numbers in section 7.1 indicates that we will require about 120 cm2 real estate for 1024 filter between 1 and 10 MHz. Divided over 4 wafers this would lead to wafer sizes of 5.5 x 5.5 cm.
· Allow for electrical connections to the detector array, the SQUIDs and the bias resistors

· Heat coupling is less important unless this chip also fits the shunt resistors. In that case 200 nW has to be sunk with a temprature change of about 1 mK.
· Mounting of 32 SQUIDs

In the present baseline concept each SQUID is transformer coupled to its warm output amplifier. In that case 32 single SQUIDs with a TBD requirement on space have to be situated. 
Another possibility for the read-out is that each single SQUID has an array SQUID to buffer the signal. Since the array SQUIDs consume quite some power (about 100 nW each (TBV)) it is prefered to have them at a higher temperature stage that allows a larger heat load.  
The mounting has to take care of:

· Good thermal coupling

· Magnetic shielding from stray fields

· Mounting of shunt resistors

The shunt resistors have already been discussed in the context of the LC-filter chips, that form one potential route. Another route might be on an independent chip mounted near the filter chips and bond wired to them. (TBD)

10. Cryoharness
The cryoharness has to transfer the electrical siganls between room temperature and base temperature.

One of the requirements on the harness is that by linking it to various temperature stages along the route the overall temperature loading is minimized, especially at the base temperature. The typical numbers for an acceptable heat load are actually given in table 8.1.

The other requirement on the cables is that crosstalk between the various cables in one harness.
�


Figure 4.1: Theoretical energy resolution as a function of C/(, with C the heat capacity and( the thermal coefficient of the thermometer plotted as a red line, which refers to the left vertical-axis. In this figure also the saturation energy of the device, the blue dotted line with the right vertical-axis, is given as a function of C/( for a bias condition defined by r = 0.1. Both relations are given for an operational temperature of 100 mK and a bath temperature well below that.
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